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Introduction
At the 3GPP-SA4#120-e, the Permanent Document for MeCAR v3.0.0 [1] was approved. The Permanent Document specifies AR/MR media type definition as below. 
· Scene Description
· Spatial Description
· 3D Model
· AR Anchor
· User Pose
· FOV
· Viewport
· Gesture
· Body action
· Facial expression
· Sensor information
· Camera information
· Projection information
Some media types indicate the device capabilities, some media types are the description of the media content consumed by the UEs, and some media types are the user inputs or haptics. 
This contribution proposes to use “metadata” instead of “media type” in the PD as “media type” is usually defined for a specific media content consumed by the UEs such as audio, video, image, text, message, 3D graph and volumetric data.
[bookmark: _Ref118143290]Metadata categories and characteristics
Based on the metadata definition and the description specified in MeCAR PD, the AR/MR metadata may be classified into 3 categories:
· Device capability: the metadata specifying the device capabilities and features such as camera information and projection information. The information is usually available at the beginning of an AR/MR session and may not change within an AR/MR session.
· Media description: the metadata describing the space or object media content such as scene description, spatial description, and 3D visual mode to be consumed by the UEs. The data size may be large (>10MB) and the information usually does not change frequently and may be event driven.
· Interaction: the metadata representing the user inputs or haptics such as user pose, viewport, gesture, body action, facial expression, FOV and AR anchor point. The interaction may trigger the event at the receiver side and the sender may expect low-latency response (50~1000ms). The interaction data size may be small, but the frequency could be high (>1KHz). The data transport may be continuously or may require burst transport. Depending on the applications, the interactive metadata may be synchronized to each other, or synchronized to other media streams, and the reliability may be strict or not strict.
Table 1 is the updated AR/MR metadata definition in PD subclause 3.7.2.
[bookmark: _Ref118142019]Table 1 – AR/MR Metadata definitions
	AR/MR category
	Metadata
	Definition
	Metadata Description (Examples)

	





Device capability
	Camera information
	TBD
	Type: The camera parameters such as focal length, principal points, calibration parameters and the pose of the camera all contribute in understanding the relevance between points in the volumetric scene and pixels in the captured image.
Organization: None

	
	Projection information
	Clause Y.3 of 3GPP TS 26.114 and H264 protocol
Parameters associated to the projection from the 3D scene to the user display
	Type: Projection mapping information (indicating the projection format in use, e.g., Equirectangular projection (ERP) or Cubemap projection (CMP)), for the projection sample location remapping process as specified in clauses 7.5.1.3 and 5.2 of ISO/IEC 23090-2 [179]
Organization: None

	






Media description
	Scene Description
	Clause 4.4.2 of 3GPP TR 26.998[1]
Scene description is used to describe the composition of a 3D scene, referencing and positioning the different 2D and 3D assets in the scene typically using a tree or a graph structure.
	Type: glTF2.0, JSON format 
Organization: MPEG-I and Khronos

	
	Spatial Description
	Clause 4.4.7.3 of 3GPP TR 26.998[1]
Visual features, keyframes, and spatial maps are used for mapping the real world, typically as part of the SLAM process. 

	Type: For example:
https://www.khronos.org/registry/OpenXR/specs/1.0/html/xrspec.html#XR_FB_spatial_entity
Organization: OpenXR

	
	3D Visual Model
	Clause 4.6.3.5.2 of 3GPP TR 26.928[2]
3D visual object description as a list of vertices, faces and other elements, along with associated attributes.
	Type: PoLYgon
Organization: None

	



Interaction
	AR Anchor
	The AR anchor is meant to identify a point in the user space to be used to anchoring a visual object (2D or 3D)
	Type: Metadata allowing accurate overlaying/rendering of text, graphics or video contents to support Use Case 8 of TR 26.928.
Organization: None

	
	User Pose
	Clause 4.4.3.1 of 3GPP TR 26.998[1]
Representation of the user position and orientation
	Type: It consists of a quaternion for orientation and a 3D vector for position. Timestamp is represented by a 64 bit monotonically increasing nano-second-based integer.
Organization: Khronos  OpenXR

	
	FOV
	Y.6.2.3 of 3GPP TS 26.114[3]
The Field of View (FOV) is the extent of observable world at any given moment
	Type: It consists of vertical fov and horizontal fov.
Organization: None

	
	Viewport
	Y.7.2 of 3GPP TS 26.114[3]
The viewport corresponds to the projection of the user View onto a target display
	Type: It shall contain all of the parameters Viewport_azimuth, Viewport_elevation, Viewport_tilt, Viewport_azimuth_range and Viewport_elevation_range
Organization: None

	
	Gesture
	TBD
	Type: A array of finger joint position.
For example: https://www.khronos.org/registry/OpenXR/specs/1.0/html/xrspec.html#XR_EXT_hand_tracking
Organization: OpenXR

	
	Body action
	TBD
	Type: bvh format.
Frequency: at least 1kHz
Organization: BioVision company

	
	Facial expression
	TBD
	Type: An array of key point position.
For example: https://www.khronos.org/registry/OpenXR/specs/1.0/html/xrspec.html#XrSystemFacialTrackingPropertiesHTC
Organization: OpenXR

	
	Sensor information
	TBD
	Type: a new interaction profile path
For example, OpenXR EXT format offers the possibility to developers to integrate and benefit from new controllers and sensor subsystems, (e.g., https://registry.khronos.org/OpenXR/specs/1.0/html/xrspec.html#XR_EXT_hp_mixed_reality_controller, etc.).
Organization: OpenXR



Table 2 illustrates the characteristics of each AR/MR metadata category.
[bookmark: _Ref116549623]Table 2 AR/MR Metadata category characteristics
	
	Device capability
	Media description
	Interaction

	metadata
	camera information, projection information
	Scene description, spatial description, 3D visual mode
	FOV, AR anchor, user pose, viewport, gesture, body action, facial expression

	Data size
	Small
	Large (>10MB)
	Small

	Frequency
	Beginning of the session
	Low (event based)
	High (>1KHz) 

	Real-time
	Sparsely timed (event based)/Non timed
	Sparsely timed (event based)/Non timed
	Timed

	Latency
	
	
	50~1000ms

	Reliability
	reliable
	reliable
	reliable/unreliable

	Uplink/downlink
	
	DL
	UL

	Synchronization
	N
	Y
	Y



[bookmark: _Ref118143475]Real-time metadata transport
The real-time metadata may be transported over RTP [3] or WebRTC data channel [4] depending on its real-time traffic characteristics and application requirements, the candidate transport solutions are to be explored in 5G_RTP and IRTCW.
Proposal
It is requested to include clause 2 and 3 of this document in the MeCAR permanent document and take them into account in the discussion of MeCAR, iRTCW and 5G_RTP related topics. 
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