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1. [bookmark: _Toc504713888]Introduction
In regular video conferencing, different users may be shown in different sizes in their respective video windows, because their cameras are positioned at various distances of them, and their cameras may have different characteristics. In immersive conferencing (i.e., AR), everybody is part of the same environment, thus it is important that all participants are properly sized (according to their real-world geometry). This is not yet possible using a single uncalibrated camera. Currently the iRTCW PD already outlines this requirement under section 5.1.2	 (Size measurement of 3D Objects) but does not give any details on how the size measurement can be achieved. Usually the relation of 3D geometry (i.e., its size) is calculated with the help of specific data from the capture device (focal length, sensor size, distance to subject). In this contribution we propose some examples of how to calculate the persons (or objects) size as further clarification to this requirement .
1. Change marks to iRTCW PD[1]
5.1.2	Size measurement of 3D Objects
In [6], the needs for scaling 3D objects were illustrated for several scenarios. The conference managing server or receiving iRTC client needs the size information of 3D objects for a proper scaling. How to define or estimate the size of 3D (point cloud) objects, e.g., by recycling some information gathered in the generation of point cloud or using a separate set of sensors, has yet to be discussed. The size of a 3D object captured with a visual sensor (i.e., video camera), can be achieved with the help of the capture device information (focal length and sensor size) and the (estimated) distance to the subject. This means to estimating a physical size of an object (or user), first the image size of the object is determined in the captured image data, and secondly the relation between the image size and the physical size is determined with the help of the camera metadata (i.e., focal length) and the objects distance to the capture device (e.g., based on a depth sensor or machine learning estimate). The resulting object size metadata comprises the size of the object to enable a rendering device or server to establish the “actual” size of the virtual object in the virtual environment in accordance with its physical size of the object in physical space.
Additionally, tThere are smartphone applications that estimate the length, width and height, or volume of objects seen through the viewfinder. The measurement in general depends on the types of cameras used. These applications typically place a box or cube around an object and show the measured values. If the cube around a 3D object is set to a minimum, then the size of the cube may be used as an estimate of the object’s size, as illustrated below:

Camera-based measurement applications [7], [8]
Considering that typical depth cameras represent the depth information in millimeter [9], the size information may be similarly represented as
	Parameter
	Unit
	Definition
	Note

	w
	Int
	Width of cube (in mm)
	

	h
	Int
	Height of cube (in mm)
	

	d
	int
	Depth of cube (in mm)
	



The size information can be signalled to a far-end iRTC client or conference managing server for scaling the 3D object to other objects or backgrounds. The size information may be transmitted periodically or in an on-demand fashion, depending on applications, and may also be used locally.

The error in the size estimation may be reduced by following common rules for placing boxes or cubes during initial measurements. A cube may not always be an optimal form to contain a point cloud captured with a limited number of RGB or D sensors of UEs, which may also depend on the FoVs of the cameras.
Editor’s Note: This will be discussed also with Video SWG.
1. Proposal
We propose to discuss and agree on the changes in the contribution and update the iRTCW PD accordingly.
1. References
[1]		S4-220940: " iRTCW Permanent Document; Version: 0.14 "
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