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[bookmark: foreword][bookmark: _Toc119672402][bookmark: _Toc112242386]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc119672403][bookmark: _Toc112242387]Introduction
For initial AR experiences, an expected prominent setup will be wirelessly tethered of AR glasses, typically connected to a 5G UE. The tethering technology between a UE and an AR Glasses may use different connectivity, for example provided through WiFi or 5G sidelink. Different architectures for tethering result in different QoS requirements, session handling properties, and also media handling aspects. For enhanced end-to-end QoS and/or QoE, AR glasses may need to provide functions beyond the basic tethering connectivity function. Generally, smartly tethering AR glasses is an important aspect for successful AR experiences using the 5G System.
Based on this, the present document introduces Smartly Tethering AR Glasses (SmarTAR) in such user experience may be maximized using the 5G System.
[bookmark: scope][bookmark: _Toc119672404][bookmark: _Toc112242388]
1	Scope
The present document addresses architectures, QoS and media handling aspects of when tethering AR Glasses to 5G UEs based on initial discussions in TR 26.998 [2]. In particular, the following aspects are in scope:
-	Definition of different tethering architectures for AR Glasses including 5G sidelink and non-5G access based on existing 5G System functionalities
-	Documentation of the relationship between AR Glasses tethering and AR glasses considered as PIN (Personal IoT Network) elements according to TR 22.859 [3] and the derived service requirements in TS 22.261 [4].
-	Documentation of end-to-end call flows for session setup and handling
-	Identification media handling aspects of different tethering architectures
-	Identification of end-to-end QoS-handling for different tethering architectures and define supporting mechanisms to compensate for the non-5G link between the UE and the AR glasses
-	Providing recommendations for suitable architectures to meet typical AR requirements such as low power consumption, low latency, high bitrates, security and reliability.
-	Collaboration with relevant other 3GPP groups on this matter
-	Identification of potential follow-up work on this matter
[bookmark: references][bookmark: _Toc119672405][bookmark: _Toc112242389]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TR 26.998: "Support of 5G glass-type Augmented Reality / Mixed Reality (AR/MR) devices".
[3]	3GPP TR 22.859: "Study on Personal Internet of Things (PIoT) networks".
[4]	3GPP TS 22.261: "Service requirements for the 5G system".
[5]	3GPP TR 23.700-78: "Study on Application layer support for Personal IoT and Residential Networks".
[6]	3GPP TR 23.700-88: "Study on architecture enhancements for Personal IoT Network (PIN)"
[7]	3GPP TS 23.304: "Proximity based Services (ProSe) in the 5G System (5GS)".
[8]	3GPP TS 23.287: "Architecture enhancements for 5G System (5GS) to support Vehicle-to-Everything (V2X) services".
[9]	3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".
[10]	The Khronos Group, "The OpenXR Specification", https://registry.khronos.org/OpenXR/specs/1.0/html/xrspec.html


[bookmark: definitions][bookmark: _Toc119672406][bookmark: _Toc112242390]3	Definitions of terms, symbols and abbreviations
This clause and its three subclauses are mandatory. The contents shall be shown as "void" if the TS/TR does not define any terms, symbols, or abbreviations.
[bookmark: _Toc119672407][bookmark: _Toc112242391]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Definition format (Normal)
<defined term>: <definition>.
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc119672408][bookmark: _Toc112242392]3.2	Symbols
For the purposes of the present document, the following symbols apply:
Symbol format (EW)
<symbol>	<Explanation>

[bookmark: _Toc119672409][bookmark: _Toc112242393]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
API	Application Programming Interface
AR	Augmented Reality
BLE	Bluetooth Low Energy
FFS	For Further Study
FLUS	Framework for Live Uplink Streaming
GPS	Global Positioning System
GPU	Graphics Processing Unit
MAF	Media Access Function
MSH	Media Session Handler
PCM	Pulse Code Modulation
PEGC 	PIN Element with Gateway Capability 
PEMC 	PIN Element with Management Capability
PIN 	Personal IoT Network
PINAPP 	Personal IoT Network Application
QoS	Quality-of-Service
RGB	Red-Green-Blue
RTT	Round-Trip Time
STAR	Standalone AR glasses
WLAR	WireLess tethered AR glasses
WTAR	Wired Tethered AR glasses

[bookmark: clause4][bookmark: _Toc119672410][bookmark: _Toc112242394]4	Motivation and Background
Editor’s Note: 
· Introduction to PIN
[bookmark: _Toc119672411][bookmark: _Toc112242395]4.1	Summary of TR 26.998
Editor’s Note: 
· Summarize the TR 26.998 major findings.
The 5G WireLess Tethered AR UE is introduced in [2] as one functional structural device type. It is further split into two sub-types, Type 3a: 5G Split Rendering WireLess Tethered AR UE and Type 3b: 5G Relay WireLess Tethered AR UE. For Type 3a, the tethering 5G Phone provides both the network connectivity and the rendering/pre-rendering assistant functionalities to the AR glass. For Type 3b, the tethering 5G Phone only provides the IP network connectivity to the AR glass.
Note:	The 5G Phone, as a tethering device, initiates the “tether” action to an AR Glasses which belongs to the tethered device. 
Table 1 Functionality splitting for Wireless Tethered AR Glasses device
	Functionality splitingsplitting 
	Type 3a: Split Rendering WLAR UE
	Type 3b: Relay WLAR UE

	5G connectivity
	Tethering device 
	Tethering device 

	Media Access Function
 User Plane (Media Client)
	Tethering device 
	AR Glass

	Media Access Function
 Control Plane (Media Session Hander)
	Tethering device
	Tethering device

	AR runtime
	Local and uses from sensors, audio inputs or video inputs, but may be assisted by functionalities on tethering devices.
	Local and uses from sensors, audio inputs or video inputs.

	Media Processing
	May be done on the AR glasses and energy intensive AR/MR media processing may be done on the AR/MR tethering device or split.
	Either done on the Glasses device or it is split with the network.


Editor’s Note: The Media Processing, including spatial computing and scene rendering, may be split among AR glasses, tethering 5G Phone and Edge AS in the network. How the media processing is splitted is FFS.
Different from other types of AR UE, the end-to-end path includes one more wireless/wireline tethering link between AR Glasses and the tethering 5G Phone. In order to fulfil the end-to-end QoS requirements for the AR session, the AR UE need to acquire the tethering link status via measurement tests or empirical values, and takes it into account when determining the QoS for the 5G system link. With the tethering link status, the Media Access Function may communicate with AF for dynamic QoS policy adjustment accordingly.
[bookmark: _Toc119672412][bookmark: _Toc112242396]4.2	Guiding Use Cases
· Add on or several guiding use cases
[bookmark: _Toc119672413][bookmark: _Toc112242397]4.2.1	Introduction
This clause provides several guiding use cases in order to simplify the analysis in the course of this report. 
[bookmark: _Toc119672414][bookmark: _Toc112242398]4.2.2	Cycling Glasses
Assume the following use case: Thomas got new AR glasses for his 51st birthday. He plays around and can connect the glasses to his mobile phone using a dedicated WiFi connection. Thomas wants to go cycling so he uses the AR glasses. When Thomas goes cycling, he does use four main apps in parallel:
-	A navigation app that provides directions on where to go
-	A fitness app that tracks all different kinds of environmental as well as body data
-	A music app to play his favourite live music radio station
-	A live video sharing app such that his family and friends can track him and cheer him
In addition, as Thomas is a nerd, he also loves to get notifications from major apps such as on social media, work e-mails, Teams notifications from Imed, and so on. All these applications run on the phone and the phone sends notifications to the peripherals. The notifications create certain A(udio)/V(isual)/H(apical) signals. Of these additional apps, you may even then kick off and create and render additional information on the peripherals (headset, glass). Now wearing a Glasses during cycling, including an audio headset and some haptical notification.  
Thomas’s wife is scared when he wears smart glasses on his bike and she wants to be absolutely sure that he does not get motion sick on the bike and possibly falls off.
In addition, the navigation app uses the camera feeds from the Glasses and GPS location of the phone to send exact navigation instructions. The camera feeds may have to use an edge for exact detection of the environment and may make the AR glasses provide overlays and information on the environment. But at the same time it will need to send notifications from other apps. These notifications may be any sense or combined senses. So the phone needs to render eye buffers, audio output and provide haptical information to the glass.
[bookmark: _Toc2086442][bookmark: _Toc119672415][bookmark: _Toc112242399]4.3	PIN (Personal IoT Network) elements
According to Service requirements for the 5G system TS 22.261 [4], A Personal IoT Network (PIN) consists of PIN Elements that communicate using PIN Direct Connection or direct network connection and is managed locally (using a PIN Element with Management Capability). Examples of PINs include networks of wearables and smart home / smart office equipment.  Via a PIN Element with Gateway Capability, PIN Elements have access to the 5G network services and can communicate with PIN Elements that are not within range to use PIN Direct Connection. A PIN includes at least one PIN Element with Gateway Capability and at least one PIN Element with Management Capability.
When considering the Type 3: 5G WireLess Tethered AR UE described in TR 26.998 [2], and the PIN architecture aspects described in 3GPP TR 23.700-88 [6] there is a functional mapping to PIN Element types. The WLAR UE consists of a 5G Phone and Tethered Glasses. The 5G Phone is a 3GPP UE which can act as a PEGC (PIN Element with Gateway Capability) and PEMC (PIN Element with Management Capability) while the Tethered Glasses is a PIN element. The 5G WireLess Tethered AR UE can then be considered a PIN.
Using the PIN architecture as basis for WLAR UEs would enable functionalities such as authorization, discovery and selection, management, communication between 5G Phone and AR Glasses, 5G Phone relay communication of AR Glasses with 5GS, and Policy and QoS traffic differentiation.
“Personal IoT networks” (PINs) [3] are of a type of private network typically consisting of a user smartphone, wearables and home automation devices. These networks are very different to commercial IoT device, they are usually less rugged, most highly battery constrained and lifespan of the battery typically a couple of days or weeks. User plane traffic typically stays with a constrained environment, around the body or in the home i.e., within the PIN. Notifications can be received on smartphones that events have occurred within the PIN. A typical wearable PIN is depicted in Figure 4.3.1.

[image: Chart, bubble chart

Description automatically generated]
Figure 4.3.1: Wearable PINs (from [3])
One use case of [3] is called “"Media share within PINs”.". A sub-use case to be noted consists of watching a movie on a smartphone and then switching to watching the movie on AR glasses.
TR 22.859 [3] includes Potential Consolidated Requirements to be considered for 5GS evolution. These potential requirements include control plane requirements such as Device and Service Discovery, Privacy and Security, PIN Management and Charging. It also includes user plane type of potential requirements such as Gateway capability, Direct Communications, Connectivity and QoS.
According to Service requirements for the 5G system TS 22.261 [4], A Personal IoT Network (PIN) consists of PIN Elements that communicate using PIN Direct Connection or direct network connection and is managed locally (using a PIN Element with Management Capability). Examples of PINs include networks of wearables and smart home / smart office equipment.  Via a PIN Element with Gateway Capability, PIN Elements have access to the 5G network services and can communicate with PIN Elements that are not within range to use PIN Direct Connection. A PIN includes at least one PIN Element with Gateway Capability and at least one PIN Element with Management Capability.
Here are two important PIN Element definitions from [4]:
PIN Element with Gateway Capability: a UE PIN Element that has the ability to provide connectivity to and from the 5G network for other PIN Elements.
NOTE 5C:	A PIN Element can have both PIN management capability and Gateway Capability.
PIN Element with Management Capability: A PIN Element with capability to manage the PIN.
Service requirements for the 5G system TS 22.261 [4] include both control and user plane requirements such as:
· General: including user plane connectivity requirements such as “the 5G system shall support a data path not traversing the 5G network for intra-PIN communications via direct connections.” And “The communication path between PIN Elements may include licensed and unlicensed spectrum as well as 3GPP and non-3GPP access.”
· Gateways: including e.g. “The 5G system shall be able to support access to the 5G network and its services via at least one gateway (i.e. PIN Element with Gateway Capability […]) for authorised UEs and authorised non-3GPP devices in a PIN[…].”
· Operation without 5G core network connectivity: “The 5G system shall allow PIN Elements to communicate when there is no connectivity between a PIN Element with Gateway Capability and a 5G network.  For a Public Safety PIN licensed spectrum may be used for PIN direct communications otherwise unlicensed spectrum shall be used.”
· PIN element discovery: e.g. “The 5G system shall enable a UE or non-3GPP device in a  […] PIN to discover other UEs or non-3GPP devices within the same  […] PIN subject to access rights.” and PIN element capability discovery.
Editor’s note: Although discovery is in the TS 22.261 [4], the agreement for normative work is to divide discovery into two layers: if transport layer is based on 3GPP PC5, the existing procedures defined for 5G ProSe Direct Communication are re-used. If the transport layer functionality based on non-3GPP communication specification is outside the 3GPP scope. The application layer for PIN and PIN Element discovery and selection is not specified by SA2.
· Relay selection for PIN direct connection: “The 5G system shall support a mechanism for a PIN Element to select a relay for PIN direct connection that enables access to the target PIN Element.”
· Authentication, Privacy and Security: “The 5G system shall provide user privacy; location privacy, identity protection and communication confidentiality for non-3GPP devices and UEs that are using the PIN Element with Gateway Capability […].”
· QoS monitoring and control requirements don’t apply to PINs but to UEs in CPNs (Customer Premises Networks)
Editor's note:	Despite the lack of specific Stage 1 QoS requirements on PIN, Stage 2 includes a solution on QoS management for PINs: “Solution #11: Differentiated QoS between a PINE and 5GS when a PEGC is used for the relay”
· Charging: “The 5G system shall support charging data collection for data traffic to/from individual UEs in a […] PIN (i.e., UEs behind the PIN Element with Gateway Capability […])”
· PIN Creation and Management: “The 5G system shall support mechanisms for a network operator or authorized 3rd party (e.g., a PIN User) to create, remove and manage a PIN”
The Figure 4.3.2 shows the application architecture for enabling PINAPP (“Personal IoT Network Application”) as described in TS 23.700-78 [65]. 


Figure 4.3.2: PINAPP architecture (from [65])
Figure 4.3.3 shows the PIN network architecture in 5GS as described in TR 23.700-88[6]. 


Figure 4.3.3: Personal IoT Networks Architecture in 5GS
As showing in Figure 4.3.3, the system architecture contains following reference points:
P1:	Reference point between the PINE and the PEGC. This reference point is based on non-3GPP access (e.g. WIFI, Bluetooth).
P2:	Reference point between the PEMC and the PEGC. This reference point is based on non-3GPP access (e.g. WIFI, Bluetooth) or 5G ProSe Direct Communication.
P3:	Reference point between the PEMC and the PIN Application Server. This reference point can be based on the direct user plane path to 5GS, relay path via the PEGC, or other communication path via Internet.
P4:	Reference point between the PEGC and the PIN Application Server. This reference point is based on the user plane path between PEGC and 5GS.
Editor’s Note: The reference points among PINE, PEGC, and PEMC, no matter whether non-3GPP access or sidelink or via 5GC is used, is transparent to the 5GS and not specified by SA2.
 
When considering the Type 3: 5G WireLess Tethered AR UE described in TR 26.998 [2], and the PIN architecture aspects described in 3GPP TR 23.700-88 [6] there is a functional mapping to PIN Element types. The WLAR UE consists of a 5G Phone and Tethered Glasses. , when wireless tethered connectivity is provided through non-3GPP access e.g., WiFi or BLE: 
-	The 5G Phone is a 3GPP UE which can act as a PEGC (PIN Element with Gateway Capability) and PEMC (PIN Element with Management Capability) while the
-	The Tethered Glasses iscan act as a PINE (PIN element. ). 
-	The 5G WireLess Tethered AR UE can then be considered a PIN.
Using the PIN architecture as basis for WLAR UEs would enable functionalities such as authorization, discovery and selection, management, communication between 5G Phone and AR Glasses, 5G Phone relay communication of AR Glasses with 5GS, and Policy and QoS traffic differentiation.
Editor's note:	Stage 2 work is ongoing in SA2 [4] and SA6 [5]. It is proposed to update this clause based on latest Stage 2 specification.
Editor's note:	It is currently documented in Stage 2 [4] that The PIN Elements assumes to use non-3GPP access (e.g. WIFI, Bluetooth) for direct communication. This is a limitation when considering the following Study Item objective: Defining different tethering architectures for AR Glasses including 5G sidelink and non-5G access based on existing 5G System functionalities.
[bookmark: _Toc119672416][bookmark: _Toc112242400]4.4	Device Architectures for Tethered Glasses
[bookmark: _Toc119672417][bookmark: _Toc112242401]4.4.1	General
Based on the guiding use case in clause 4.2.2 as well as the discussions in TR 26.998 [2], this clause identifies the architectures and media handling for different tethered AR glasses.
Looking at existing AR Glasses, based on the study in TR 26.998 [2] and based on information from chipset manufacturers on existing and emerging devices, an AR Glasses designed for AR experiences does integrate complex functionalities and many of those relate to capabilities. Figure 4.4.1-1 is a picture providing an overview of an AR glass.
Hinge
SoC Media
Connectivity
Eye Tracking + Camera/Sensor Aggregator 

Figure 4.4.1-1 - Overview of an AR glass
 Typical functions of such a AR Glasses consists of:
- 	Peripherals including
-	Displays
-	Cameras
-	Microphones
-	Sensors
-	Camera/Sensor Aggregators
-	Perception functionality: Eye Tracking, Face Tracking, etc.
-	SoC Media
-	Display Processing
-	GPU functionalities: Composition/Reprojection
-	Decoding
-	Decryption
-	Camera Front ends
-	Perception functionality: 6DoF, etc.
-	Encoding
-	Connectivity
-	Wi-Fi, Bluetooth, 5G, etc.
An interesting aspect to consider from the above is that the device consists of different thermal islands, hence division in multiple chips in the headset is highly desirable. This means that both minimizing the power consumption per thermal island as well as minimizing the overall power consumption is an essential design constraint for the device battery life. Such devices require to partition workloads to remote devices or the cloud to some extent to balance the power load. Based on this, media capabilities are also possibly required on UE that acts as a hub for a tethered glass. Architectures and processing for this will the main subject of discussion in this Technical Report. 
It should be noted that such AR glasses are predominantly served with media that can directly be rendered by the peripherals, or produce media captured on the device and sent to remote processing. Initial System-on-Chip (SoC) media will likely rely on existing hardware, for example from lower end mobile chipsets. Some people consider XR even a hack that uses existing components in a smart manner. However, a core aspect of XR experiences different from traditional mobile devices is the concurrent operation of multiple encoders and/or decoders to address different sensors, eye buffers, layers and so on, as well as the rendering to GPU instead of directly going to the display. Only over time, such hardware will get added specific functionalities, but not in the near and mid-term. Expected in the future are higher render and display resolutions, multi-layer composition, etc. 
Figure 4.4.1-2 provides an 5G AR UE as a framework. In this context the AR/MR application is offered several functionalities on the device as well as connectivity options to create an XR experiences as defined in TR 26.998, clause 4.2, namely:
· XR Runtime: The XR Runtime is a device-resident software or firmware that implements a set of XR APIs to provide access to the underlying AR/MR hardware, including capability discovery, session management, input and sensors, composition, and other XR functions. An example for such APIs is provided by OpenXR. 
· XR Scene Manager: A Scene Manager is a software component that is able to process a scene description and renders the corresponding 3D scene. To render the scene, the Scene Manager typically uses a Graphics Engine that may be accessed by well-specified APIs such as defined by Vulkan, OpenGL, Metal, DirectX, etc. Spatial audio is also handled by the Scene Manager based on a description of the audio scene. Other media types may be added as well.
· Media Access Functions: supports the application to access and stream media. For this purpose, a Media Access Function includes: media processing, codecs, content delivery protocols, content protection, QoS control, metrics collection and reporting, etc.
· 5G System: supports the AR/MR application to access the network through the 5G system, either directly or through the MAF.




Figure 4.4.1-2 – 5G AR UE Framework
Given that many functionalities are defined through Khronos OpenXR [10], defining capabilities for example by mandating or recommending support of certain APIs or parameter settings on API may be relevant. In some cases it may not even be possible to define capabilities, but for example rely on test signals and benchmarking requirements that estimate the performance of a device.
In the following, two different approaches for tethering AR Glasses are identified, identifying how:
-	Tethered Standalone AR Glasses: In this case, the AR Glasses runs an AR/MR application that uses the capabilities of the Glasses to create a service. The AR Glasses is tethered to a 5G device and potentially uses the capabilities of the phone to support the application. For details refer to clause 4.4.2.
-	Display AR Glasses: In this case, the AR Glasses is tethered to a 5G device that includes the application and the XR functions. The 5G device runs the application that uses the capabilities of the 5G device to run an AR/MR experience. The AR Glasses is connected to the 5G Device, but the XR runtime API is exposed the 5G device/phone. For details refer to clause 4.4.3.
[bookmark: _Toc119672418][bookmark: _Toc112242402]4.4.2	Tethered Standalone AR Glasses
Figure 4.4.2-1 provides the technical architecture of a typical stand-alone AR Glasses device. The AR Glasses runs an AR/MR application that uses the capabilities of the Glasses to create a service. The AR Glasses is tethered to a 5G device and potentially uses the capabilities of the phone to support the application.




Figure 4.4.2-1 – Tethered Standalone AR glass-based device architecture
The AR/MR Application is responsible for orchestrating the various device resources to offer the AR experience to the user. In particular, the AR/MR Application can leverage three main internal components on the device which are:
· The Media Access Functions (MAF)
· The XR Runtime
· The XR Scene Manager
The AR/MR Application can communicate with those three components via dedicated APIs called the MAF-API, the XR Scene Manager API and the XR Runtime API. Among other functionalities, those APIs enables the AR/MR Application to discover and query the media capabilities in terms of support as well as available resources at runtime.
The XR runtime features several sensors and user controllers relevant for AR experiences such as cameras, microphones, speakers, display and generic user input. The XR Runtime typically also deals with the composition of primitive buffers that are mapped to the eye buffer display taking into account device characteristics as well as the latest pose information to apply late stage reprojection. 
The XR scene manager is typically very lightweight and with no or very limited GPU capabilities. It maps raw media primitive buffers such as texture and depth information 
Once the AR/MR application is running, the downlink media is accessed by the MAF in compressed form and then from then MAF to the AR Scene Manger in primitives. The device may also establish an uplink data flow from the AR Runtime to the MAF wherein the data may be in an uncompressed form and then from the MAF to the remote device, it is typically compressed the data in order to facilitate the expected transmission over the network.
In order to analyse the use cases and tethering architectures in more details in terms of bitrates and processing, the following assumptions may be made on Tethered Standalone AR Glasses:
· Video Playback and decoding:  H.265 Main 10 Profile with maximum processing: up to 8,294,400 Macroblocks per second (corresponding to 8192x4320 @ 60fps)
· Video recording and encoding: H.265 Main 10 Profile with maximum processing: up to 3,888,000 Macroblocks per second (corresponding to 3840x2160 @ 120fps), low-latency encoding, error-robustness, slicing, intra refresh, long term prediction.
· Maximum number of combined encoding and decoding instances: 16 for video, audio tbd
· Audio capabilities that allow to encode several PCM signals with low-latency and to decode multiple audio PCM signals in parallel.  
· The scene manager is very lightweight and passes through primitive buffers to be consumed by swap chains of the XR run-time. Swapchain images are typically 2D RGB.
Editor’s Note: 
- More detailed assumptions on the rendering capabilities needs to be documented.
- these assumptions may be aligned with what MeCAR defines
[bookmark: _Toc119672419][bookmark: _Toc112242403]4.4.3	Tethered Display AR Glasses
Figure 4.4.3-1 provides the technical architecture of a typical tethered display AR Glasses device. The AR Glasses is tethered to a 5G device that includes the application and the XR functions. The 5G device runs the application that uses the capabilities of the 5G device to run an AR/MR experience. The AR Glasses is connected to the 5G Device, but the XR runtime API is exposed the 5G device/phone.




Figure 4.4.3-1 – Tethered Display AR glass-based device architecture
In this case, the connection between the phone and Glasses is handled by a system that is hidden to the application and tethers the XR Runtime API on the 5G phone to the XR Runtime core functions on the glass. The overall function is referred to as XR Link.
In order to analyse the use cases and tethering architectures in more details, it is assumed that the media access and rendering functions of a high-end smart phone can be used.
Editor’s Note: More detailed assumptions on the capabilities needs to be documented
[bookmark: _Hlk114753338][bookmark: _Toc119672420]4.4.4	Tethered AR Glasses with 5G Relay
This architecture corresponds to the “Type 3b: 5G Relay WireLess Tethered AR UE” from TR26.998 [3], but is redrawn in line with the 5G AR UE Framework shown in Figure 4.4.1-2. 
A Basic AR/MR Application runs on the AR Glasses. It performs functions such as initiating the AR/MR application that triggers a corresponding AR/MR application in the Cloud/Edge, and initiating the setup of the tethering connection. 
The XR runtime is split between the AR Glasses and the Cloud/Edge. An XR Runtime API is located in the Cloud/Edge. From the perspective of the AR/MR application on the Cloud/Edge, the XR Runtime including the core functions (which are located on the AR glasses device) appears local.
The Media Access Function on the 5G Device/Phone performs QoS measuring and reporting for the tethering connection. 


Figure 4.4.4-1 – Tethered AR glasses with 5G relay
[bookmark: _Toc119672421][bookmark: _Toc112242404]5	TetheringSystem Architectures and Call Flows
[bookmark: _Toc67919020][bookmark: _Toc92713717][bookmark: _Toc119672422][bookmark: _Toc112242405]5.1	BasicSystem Architecture
The basic problem to solve is shown in Figure 4.2.5.1-1 below. An Application Server, for example on the edge, uses the 5G System to distribute content (e.g., content generated in response to the video/audio/pose input from the user) to a 5G phone. The 5G phone is connected with a pair of tethered glasses. The question is now how to set up connectivity and media call flows to provide a best user experience under latency and processing constraints on different links. 

 
Figure 4.2.5.1-1 The system architecture.
Architectural decisions can be made based on different applications, capabilities of the glasses and UE, link qualities and so on. 
[bookmark: _Toc119672423][bookmark: _Toc112242406]5.2	Tethering ArchitecturesCall flows 
Processing functions to be split include:
· Scene rendering
· Spatial computing
There are many potential architectures to support various way of splitting the processing functions [2]. Here we propose to consider two architectures in TR26.998 [3] as the initial architecturesFor the network architecture for SmarTAR. 
The two types are:
· Split Rendering WLAR UE. In this case the 5G phone that includes the modem also acts to support rendering of complex scenes and provides the pre-rendered data to the glass,the standalone AR glasses-based device architecture as shown in Figure 5.2-1.
· Relay WLAR UE: In this case, the 5G phone acts as a relay to provide IP connectivity, as shown in Figure 5.2-2.


Figure 5.2-1 Type 3a: 5G Split Rendering WireLess Tethered AR UE
Main characteristics of Type 3a: 5G Split Rendering WireLess Tethered AR UE:
-	5G connectivity is provided through a tethered device which embeds the 5G modem. Wireless tethered connectivity is provided through WiFi or 5G sidelink. BLE (Bluetooth Low Energy) connectivity may be used for audio. The motion-to-render-to-photon loop runs from the Glasses to the phone. While the connectivity is outside of the 5G Uu domain, it is still expected that for proper performance when used for split rendering, a stable and constant delay link may be setup on the tethered connection.
-	The AR Runtime is local and uses from sensors, audio inputs or video inputs, but may be assisted by functionalities on phone. 
-	While media processing (for 2D media) may be done on the AR glasses, energy intensive AR/MR media processing may be done on the AR/MR tethered device or split.
-	Some devices might have limited support for immersive media decoding and rendering and may need to rely on 5G cloud/edge
-	While such devices are likely to use significantly less processing than Type 1: 5G STAR devices by making use of the processing capabilities of the tethered device, they still support a lot of local media and AR/MR processing. Such devices are expected to provide 8-10h of battery life while keeping a significantly low weight.
-	The tethered Glasses itself is not a regular 5G UE, but the combination of the Glasses and the phone results in a regular 5G UE.
-	Media Access Functions are provided that support the delivery of media content components over the 5G system. Examples of the Media Access Functions are 5GMS functions, MTSI functions, web-connectivity or edge-related client functions. Detailed requirements are for study in this report.


Figure 5.2-2 Type 3b: 5G Relay WireLess Tethered AR UE
Main characteristics of Type 3b: 5G Relay WireLess Tethered AR UE:
-	5G connectivity is provided through a tethered device which embeds the 5G modem. Wireless tethered connectivity is through WiFi or 5G sidelink. BLE (Bluetooth Low Energy) connectivity may be used for audio.
-	The 5G Phone acts as a relay to forward IP packets. The 5G Phone runs a Media Session Handler including EDGE functionalities to support QoS control on the 5G System. To support proper end-to-end QoS, the media session handling needs to take into account the constraints of the tethering link to provide sufficient QoS on the 5G System link to provide adequate QoE for the end user. Details on the exact function of the relay, for example of it is on IP layer (layer 3) or on lower layer is for further study.
-	Media Access functions are provided on the Glasses device to support the delivery of media content components over the 5G and wireless tethered link. The Media Access function also includes the media session handler (Media Session Hander), which is involved in the end-to-end QoS provisioning in the presence of a non-3GPP access link between the AR glasses and the phone, to be described in more detail shortly. 
-	The motion-to-render-to-photon loop runs from the Glasses to the edge and hence includes in total 4 wireless links. It is expected that for proper performance when used for split rendering, a stable and constant delay end to end link needs to be setup.
-	The AR Runtime is local and uses from sensors, audio inputs or video inputs, but may be assisted by functionalities on phone. 
-	Media Processing is either done on the Glasses device or it is split with the network. In particular, relevant is that many devices have limited support for immersive media decoding and rendering and may need to rely on 5G cloud/edge.
-	While such devices are likely to use significantly less processing than Type 1: 5G STAR devices by making use of the processing capabilities of the tethered device, they still support a lot of local media and AR/MR processing. Such devices are expected to provide 8-10h of battery life while keeping a significantly low weight.
-	The tethered Glasses itself is not a regular 5G UE, but the combination of the Glasses and the phone results in a regular 5G UE.
-	For services with low latency requirements, such as MTSI or those provided by FLUS, it may be necessary to take the status of wireless connectivity into account when configuring the services, such that the link between AR Glasses and 5G phone is not overly loaded. How to coordinate the operation of Uu and wireless connectivity in such services is FFS [3].
A key challenge for WLAR and WTAR UEs is to properly estimate the required QoS allocations for the AR sessions. The QoS allocation must take into account the wireless/wired tethering link from the glasses to the phone. This applies to all QoS parameters, namely bitrate, packet loss, delay, and jitter. The following diagram depicts a breakdown of the components contributing to the end-to-end delay as an example:
[image: A picture containing graphical user interface
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Figure 5.2-3: End-to-end delay breakdown to components
For a smooth operation of the AR session, the phone must estimate the impact of the tethering link on the overall QoS requirements. This corresponds to the Dn,1 component in the example figure. The Media Session Hander on the phone is the best entity to perform such estimates, which it may do by:
-	Running some measurement tests for latency, packet loss, and bitrate
-	Exchanging information with the radio and/or AF on the QoS policy
The Media Session Hander may regularly adjust its QoS allocation based on the observation of the status of the tethering link, thus targeting a consistent end-to-end QoS experience.
[bookmark: _Toc112242407]5.3	Call flows 
There are many potential architectures to support various way of splitting the processing functions. Here we propose, the call flows for the two agreed architectures in TR26.998 [2]. The first architecture, shown in Figure 5.2.1, is the Type 3a: 5G Split Rendering WireLess Tethered AR UE, where 
· Spatial computing, scene rendering are split between the glasses and the phone
· Pose correction is on the glasses
A corresponding call flow is shown in Figure 5.3-1. The Media Session Hander (MSH) handles the edge discovery. The link between the AR glasses and the UE is shown as a Wi-Fi link. Alternatively, it could be a 3GPP sidelink (i.e., the PC5 interface). The 5G system is involved at the beginning of the call flow, i.e., steps 2 through 4. The edge discovery process shown is driven by the application. Alternatively, it could be driven by the network, in which case step 2 is left out. After step 4, all the processing and communication is between the AR glasses and the UE. Split rendering can leverage the outcome of SR_MSE SID. Step 6, Functional Split, includes for example that the phone requests to use the display on the AR glasses.



Figure 5.3-1 Call flow for the Type 3a architecture


The second architecture in TR26.998 [2], shown in Figure 5.2-2, is Type 3b: 5G Relay WireLess Tethered AR UE, where
· Spatial computing, scene rendering are split between the glasses and the Edge AS
· Pose correction is on the glasses
A call flow corresponding to Type 3b is shown in Figure 5.3-2. In this architecture, the UE is not involved in the processing of the media, and it acts as a relay. To ensure desired end-to-end QoS, the UE monitors and estimates the QoS of the link (e.g., a Wi-Fi link) with the AR glasses, determines the QoS requirements on the 5G system, and makes a QoS request to the PDU session setup process. The media capability reporting, step 4, can leverage the outcome from the SA4 MeCAR WID.   


Figure 5.3-2 Call flow for Type 3b architecture
For the tethered standalone AR glass-based device architecture as shown in Figure 4.4.2-1, the call flow is provided in Figure 5.3-31, which is similar to the call flow in subclause 4.3.1 of TR 26.998.
Note that the 5G device serves as a relay, and may optionally be offloaded to perform some "phone based processing functions".
The call flow is described below.
1.	1.	The AR glasses device and the 5G device/phone sets up the tethering link.
2.  The application contacts the application provider to fetch the entry point for the content. The acquisition of the entry point may be performed in different ways and is considered out of scope. An entry point may for example be a URL to a scene description.
23.	Session set up:
2a3a.	In case when the entry point is a URL of a scene description, the application initializes the Scene Manager using the acquired entry point. 
2b3b.	The Scene Manager retrieves the scene description from the scene provider based on the entry point information. 
2c3c.	The Scene Manager parses the entry point and creates the immersive scene.
2d3d.	The Scene Manager requests the creation of a local AR/MR session from the XR Runtime. 
2e3e.		The XR Runtime creates a local AR/MR session and performs registration with the local environment.
Then steps 34 and 45 run in parallel:
34:	XR Media Delivery Pipeline: In case when entry point is a scene URL, a delivery session - for accessing scenes (new scenes or scene updates) and related media over the network is established. This can basically use the MAF as well as the scene manager and the corresponding network functions. Details are introduced in Figure 5.3-32. 
NOTE:	The realization of XR media delivery pipeline may vary in different architectures.
45:	XR Spatial Compute Pipeline: A pipeline that uses sensor data to provide an understanding of the physical space surrounding the device to determine the device’s position and orientation and placement of AR objects in reference to the real world and uses XR Spatial Description information from the network to support this process.
56:	Steps 34 and 45 run independently, but the results of both pipelines (e.g., media organized in a scene graph and pose of the AR device) are inputs of the AR/MR Scene Manager function. This function handles the common processing of the two asynchronous pipelines to create an XR experience.





Figure 5.3-31: Call flow for the tetheredtethering architecture standalone AR glassglasses-based device architecture.

The XR media delivery pipeline (step 34 of Figure 5.3-3) corresponding to the tethered standalone AR glass-based device architecture1) in Figure 5.3-1 is provided in Figure 5.3-42, which is similar to the media delivery pipeline in subclause 4.3.2 of TR 26.998.
For an XR Media Delivery Pipeline:
1.	The Scene Manager initializes XR scene delivery session.
2.	The MAF establishes XR scene delivery session.
3.	The MAF may receive updates to the scene description from the scene provider
4.	The MAF passes the scene update to the Scene Manager.
5.	The Scene Manager updates the current scene.
6.	The Scene Manager acquires the latest pose information and the user’s actions
76.	The Scene Manager in the device shares that information with the Scene Manager in edge/cloud
The media rendering loop consists of the following steps. Note that steps 8, 9 and 10 are running as 3 parallel loops:
8.	For each new object in the scene:
a.	The Scene Manager triggers the MAF to fetch the related media.
b.	The MAF creates a dedicated media pipeline to process the input.
c.	The MAF establishes a transport session for each component of the media object.
9.	For each transport session:
a.	The media pipeline fetches the media data. It could be static, segmented, or real-time media streams.
b.	The media pipeline processes the media and makes it available in buffers.
10.	For each object to be rendered:
a.	The Scene Manager gets processed media data from the media pipeline buffers
b.	The Scene Manager reconstructs and renders the object
11.	The Scene Manager passes the rendered frame to the XR Runtime for display on the tethered standalone AR glass-based device.




Figure 5.3-42: Media delivery pipeline for the tethered standalone AR glass-based devicecall flow in Figure 5.3-1.
For the network architecture.

For corresponding to the display AR glassglasses-based device architecture in 4.4.2-without edge rendering, as shown in Figure 5.2.-2, the call flow is shown in Figure 5.3-5.-3. The call flow is different from the one in Figure 5.3-3.-1 mainly in that the AR/MR Application, Scene Manager and Media Access Function reside on the 5G Device. Additionally, an XR Runtime API is on the 5G Device, the XR Runtime is on the AR Glasses Device, and the interactions between the XR Runtime API and the XR Runtime are proprietary. This simplifies the design from the point of view of the AR/MR application because it only needs to concern about the XR Runtime API. 
The call flow is similar to the one in Figure 5.3-3 and the main difference is on the procedures related to XR Runtime. For example, step 3d: Establish AR/MR session now points to XR Runtime API, instead of XR Runtime. 




Figure 5.3-53: Call flow for the network architecture for tethered display AR glassglasses-based device architecturewithout edge rendering.
The XR media delivery pipeline (step 4 of Figure 5.3-5) corresponding to the display AR glass-based device architecture.-3) in Figure 5.3-3 is provided in Figure 5.3-64.





Figure 5.3-64: Media delivery pipeline for the display AR glass-based device architecturecall flow in Figure 5.3-3.

[bookmark: _Toc112242408]6	Tethering and Personal IoT Network
Editor’s Note	
· Documentation of the relationship between AR Glasses tethering and AR glasses considered as PIN (Personal IoT Network) elements according to TR 22.859 [3] and the derived service requirements in TS 22.261 [4].
[bookmark: _Toc119672424][bookmark: _Toc112242409]76	Identified Key Issues and Potential Solutions
Editor’s Note	
· Providing recommendations for suitable architectures to meet typical AR requirements such as low power consumption, low latency, high bitrates, security and reliability.
[bookmark: _Toc119672425][bookmark: _Toc112242410]86.1	Key Issue #1: How to provide End-to-End QoS for the 5G relay architecture
[bookmark: _Hlk114843861][bookmark: _Toc119672426]6.1.1	Description of the key issue
To an AR/MR application, the QoS metrics that matter are the end-to-end QoS metrics, including:
1. Delay
1. Packet loss rate
1. Bit rate
However, for the tethered AR glasses with 5G relay architecture, as shown in figure 6.1-1, a typical AR/MR end-to-end path traverses both the 5G network and non-5G networks. The non-5G networks, e.g., Wi-Fi, the Internet, do not provide guaranteed QoS. A key challenge is how to provide end-to-end QoS with a mix of a 5G network and non-5G networks. 
[bookmark: _Toc119672427]6.1.2	Potential solution
[bookmark: _Toc119672428]6.1.2.1 	End-to-end latency
Figure 6.1-1 depicts a breakdown of the end-to-end delay and suggests a solution: the 5G network adjusts the delay within the 5G network to compensate for the delays incurred in non-5G networks such that the end-to-end delay meets an end-to-end delay requirement. Note that this solution has its limitation in that it is impossible for the 5G network to compensate for the delay in the non-5G networks if the aggregate delay in the non-5G network exceeds the delay imposed by the end-to-end delay requirement.
[image: A picture containing graphical user interface
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Figure 6.1-1: End-to-end delay breakdown
To meet the end-to-end latency requirement for the AR/MR session, some entities must determine the delay on the tethering link , and the delay on the Internet (between the UPF and the edge application server) . 
Additionally, the determined delay components need to be reported to the 5G system which uses the reported delays and the target end-to-end delay to determine the delay to be provisioned within the 5G system. 
Then, Figure 6.1-1 suggests that to meet a desired end-to-end latency requirement , the 5G network provides a delay as follows:

The above description can be extended to support delay provisioning within the 5G network in a statistical sense. For example, by taking into account the variation of the non-5G delays, the 5G network can determine the delay in the 5G network to make the end-to-end delay below a desired delay value 99% of the time. 
[bookmark: _Toc119672429]6.1.2.2	Other End-to-end QoS metrics
For other end-to-end QoS metrics, such as packet error rate and bit rate, further study on the potential solutions is needed.
[bookmark: _Toc119672430]6.2 	Key Issue #2: How to determine the non-5G delay for the 5G relay architecture
[bookmark: _Toc119672431]6.2.1	Description of the key issue
In an end-to-end connection that includes a tethering link (e.g., Wi-Fi link), a 5G network and the Internet, the Wi-Fi segment and the Internet segment typically cannot guarantee latency. To achieve low end-to-end latency, one approach is to make the latency in the 5G network very conservative such that the end-to-end latency is below a target value. This, however, comes at a cost, because provisioning an unnecessarily low latency in the 5G network means excessive resource allocation (e.g., to support a more robust modulation-and-coding scheme (MCS)) or pre-empting many other traffic flows. 
An alternative approach is to dynamically adjust the delay in the 5G network in accordance with the total delay incurred elsewhere on the end-to-end path. The delay on a Wi-Fi link may change over time depending on the interference generated by other nearby Wi-Fi networks operating on the same frequency. Similarly, the delay between the UPF and the application server depends on the location of this selected UPF and the network congestion level. Therefore, measurements may be used to estimate these time-varying delays on the non-5G segments.
There are two ways to measure the latency and they fill in the details for step 10 in Figure 5.2-5 in clause 5.2.
[bookmark: _Toc119672432]6.2.2	Solution: Segment-by-segment delay measurement         
The delay on Wi-Fi link and the delay between the UPF and the application server are measured separately. One simple solution is to use the ICMP ping protocol (ICMP Echo and Echo Reply, IETF RFC792). The 5G phone sends a ping request to the AR glasses, which replies with a ping response. The 5G phone then obtains the RTT over the Wi-Fi link. Similarly, the UPF sends a ping request to the application server, which replies with a ping response, and the UPF obtains the RTT between the UPF and the application server. The respective RTTs can then be halved to get estimates of the one-way delays for the two non-5G segments. 
In step 4, the MAF reports the one-way delay estimate  to the AF. 
In step 7, the UPF reports the one-way delay estimate  to the SMF, which forwards the estimate to the AF.
In step 9, the AF determines the desired value for the delay in the 5G network needed to compensate for the variation in the delay in the non-5G segments in order to meet the end-to-end latency requirement for the application, and sends a delay request to the PCF.


Figure 6.2.2-1: segment-by-segment delay measurement
[bookmark: _Toc119672433]6.2.3	Solution: End-to-end delay measurement    
The delay measurement is carried out in an end-to-end fashion. This avoids the potential rejection of a measurement message that originates from the UPF and reaches the application server. The AR glasses sends a ping request message to the application server, which replies with a ping response. The AR glasses then estimate the UL one-way end-to-end delay  by halving the RTT. The 5G network estimates the UL one-way delay within the 5G network , e.g., by recording the time when the ping request arrives at the phone and the time when the ping request reaches the UPF and takes the difference. Alternatively, the 5G network can assign a new type of 5QI corresponding to a constant delay as the target delay value, e.g., 8ms. This way, the delay experienced by the measurement packet in the 5G network can be considered as a deterministic known value.
The estimated UL one-way delay on the non-5G segments is then .        

 
Figure 6.2.3-1: End-to-end delay measurement
TS 23.501 [TS23.501, V16.4.0] offers two measurement methods for measuring the delay in the 5G system , originally intended for QoS monitoring to assist URLLC service. The first method, termed “Per QoS Flow per UE QoS Monitoring”, leverages the GTP-U headers to carry the timestamps, and the second method, termed “GTP-U Path Monitoring”, leverages the GTP-U Echo protocol. The first method is shown in Figure 6.2.2-2.


Figure 6.2.3-2: Measuring the delay in the 5G system: Per QoS Flow per UE QoS Monitoring in TS23.501
The SMF initiates a QoS monitoring request to the NG-RAN (step 2) and the PSA UPF (step 5).
Step 6: Time stamp T1 is taken in the PSA UPF before the PSA UPF sends a monitoring packet to the NG-RAN (i.e., gNB). 
Step 7: the PSA UPF sends a monitoring packet to the NG-RAN, containing T1, QFI and QoS Monitoring Packet (QMP) indicator.
Step 8: Time stamp T2 is taken when the monitoring packet is received by the NG-RAN. 
Step 10: Time stamp T3 is taken when the NG-RAN forwards an UL packet, or generate a dummy UL packet, where for either case the NG-RAN puts T1, T2, T3 and the QMP indicator in the GTP-U header. 
Step 11: Time stamp T4 is taken when the UL packet is received. 
Step 13. Between the NG-RAN and the PSA UPF, if they are synchronized, then the UL delay will be T4-T3, and the DL delay will be T2-T1. If they are not synchronized, then the procedure computes the average one-way delay (T2-T1 + T4-T3)/2.
Finally, the delay on the access network (between the UE and the NG-RAN) can be added to the results in step 13 to get the total delays in the 5G system.
[bookmark: _Toc119672434]6.2.4	Time measurement protocol    
The ICMP ping protocol uses two timestamps generated at the transmitter to get an estimate of the RTT. The measured delay includes the time gap between the reception of the ping request message and the transmission of the ping response message at the receiver. The time gap contributes to the estimation error, and it depends on the operating system used at the receiver and may become significant for low latency applications. 
Alternatively, ICMP timestamp approach (IETF RFC792) can be used, which, compared toICMP ping, provides the source two timestamps, one for the reception of the timestamp message and the other for the transmission of the timestamp reply message. The two timestamps are carried back to the source, which can use the difference to calculate the time gap and get a more accurate estimate of the RTT.  
[bookmark: _Toc119672435]6.3 	Key Issue #3: What and how to report the non-5G delay
[bookmark: _Toc119672436]6.3.1	Description of the key issue    
In order for the 5G network to provide an appropriate delay over the 5G segment of the end-to-end path to meet a target end-to-end delay requirement, the non-5G delay needs to be reported to the 5G system. 
The delay over a non-5G network may vary over time. A key issue is what should be reported to the 5G network, and how.
[bookmark: _Toc119672437]6.3.2	Potential solutions    
In the segment-by-segment measurement method (clause 6.2.2), the 5G device (e.g., phone) reports and delay between the AR glasses and the 5G device via Media access function (MAF). Other 5G functions on the 5G device is not excluded. The the UPF reports the delay between the UPF and the application server to SMF. 
In the end-to-end measurement method (clause 6.2.3), the AR glasses measures the end-to-end delay, forwards the measurement to the 5G device. The 5G device reports it through MAF to the 5G core network.
The reporting methodology may depend on the tethering architectures. Figure 6.3-1 shows a possible call flow for delay reporting. The reported statistics of the end-to-end delay may include the mean and standard deviation. 



Figure 6.3.-1: reporting statistics of end-to-end delay based on end-to-end measurement


Figure 6.3.-2: reporting statistics of delays based on partial path measurement
[bookmark: _Toc119672438]6.4	Key Issue #4: Formats and Connectivity of Tethered Glass
[bookmark: _Toc119672439]6.4.1	Description
Split Rendering across a proprietary link may have limitations in terms of formats that can be used, as well as on the supported connectivity and associated bitrates. The knowledge of the capabilities of a tethered glass, accessible through the XR Runtime API on the phone, can support the operation of the phone over the 5G Network in terms of required bitrates as well as in terms of preferable formats. This clause discusses the workflow and provides relevant conclusions in terms of capabilities and related signalling.
[bookmark: _Toc119672440]6.5	Key Issue #5: Compute distribution across UE and network for tethered glasses
[bookmark: _Toc119672441]6.5.1	Description
In the tethered display AR Glass context, parts of the compute may be done on the UE (phone) and other parts may be done in the network. As an example, split rendering may be applied between the phone and the network. Such a distributed workflow may provide benefits in terms of complexity and supported applications, but also result in drawbacks in terms of latency, etc.. This clause discusses the workflow and provides relevant conclusions for such an architecture.
[bookmark: _Toc119672442]6.6	Key Issue #6: Usage of PIN for Tethered Glasses
[bookmark: _Toc119672443]6.6.1	Description
Editor’s Note	
· Documentation of the relationship between AR Glasses tethering and AR glasses considered as PIN (Personal IoT Network) elements according to TR 22.859 [3] and the derived service requirements in TS 22.261 [4].
[bookmark: _Toc119672444]7	Potential Next Steps
Editor’s Note	
· Identify concrete work topics that need to be addressed based on the analysis
[bookmark: _Toc119672445][bookmark: _Toc112242411]98	Conclusions and Recommendations
Editor’s Note	
· Provide conclusions on how to address the potential next steps in clause 8






[bookmark: tsgNames][bookmark: _Toc119672446][bookmark: _Toc112242412]Annex A (informative):
QoS Control of Relay WLAR UE when 5G Sidelink Used for Tethering Link
For Relay WLAR UE, the 5G sidelink communication is used for the tethering link. The tethering 5G Phone providing the IP network connectivity can be seemed as a 5G ProSe Layer-3 UE-to-Network Relay and the tethered AR Glasses can be seemed as a Remote UE as specified in TS 23.304 [7]. The QoS requirements for the end-to-end AR session can be satisfied by the corresponding QoS control for the tethering link between AR Glasses and 5G Relay UE (i.e. PC5 QoS control), and the QoS control through the 5G system (i.e. the PDU Session between UE and UPF). The tethering link QoS and the 5G System QoS are separately controlled with corresponding QoS rules and QoS parameters (e.g. 5QI, PQI) as specified in TS 23.287 [8] and TS 23.501 [9].
As shown in figure A-1 below, the end-to-end QoS can be met only when the QoS requirements are properly translated and satisfied over the two legs respectively. 


Figure A-1: End-to-End QoS translation for 5G Layer-3 Relay operation
To achieve this, the QoS mapping can be pre-configured or provided to the 5G Relay UE from the 5GC. The QoS mapping includes combinations of the 5QIs for the 5G link and the PQIs for the tethering link as entries. Both 5QIs and PQIs have standardized values as specified in TS 23.501 [9] and TS 23.287 [8].
If the QoS setup of 5G system link is initiated by network, the 5G Core Network can generates the QoS parameters (e.g. 5QI) and signal to the 5G Relay UE. Then the 5G Relay UE determines the tethering link QoS parameters based the pre-retrieved QoS mapping and then setup the tethering link between AR glasses and the 5G Relay UE.
If the AR Glasses initiates QoS setup or modification for the tethering link, it provides the QoS Info to the 5G Relay UE. The QoS Info (i.e. PQI, etc.) are interpreted as the end-to-end QoS requirements by the 5G Relay UE for the traffic transmission through the 5G system. The 5G Relay UE would check if the end-to-end QoS requirements can be supported, and decide the 5GS QoS and tethering link QoS parameters based on the QoS mapping.
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