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Scope
The immersive Real-time Communication for WebRTC (iRTCW) WI [S4-220273] is progressing, seeing many contributions from 3GPP members, mainly focussing on its first objective (“protocol stack”, e.g. in [S4aR220047]).
The second WI objective (“functional components”) however also needs to get addressed as it is interconnected with the first objective. This contribution’s focus is on the following aspects of the second objective (copied from the WI):
Support traditional 3GPP real-time media (e.g., 2D video and EVS mono audio)
Support immersive media including 3D video and spatial audio, leveraging the audio inputs/outputs considered for IVAS and, where applicable, referencing the immersive audio quality tests defined by ATIAS
Those aspects raise the question: 
How can the 3GPP traditional and immersive media be used in iRTCW? 
The iRTCW WI description aims at “WebRTC-based” component features and many discussions re-use this term in different contexts, whereas it never got defined. This leads to a second question:
[bookmark: _Hlk118812766]What exactly is meant by the term “WebRTC-based”?
Those two questions are addressed subsequently.
Problem Statement
WebRTC specifies its own stack for real-time media transmission (including RTP handling, payload formats and codecs) over its media transmission method “RTCPeerConnection”. Besides the mandatory codecs defined by the IETF for WebRTC [RFC7742] [RFC7874], implementations can offer additional codecs, with some codecs relevant for 3GPP applications being described in [RFC7875]. Assuming the same codecs are supported by two endpoints, these can establish a session. Still, using other codecs than the ones in [RFC7742] [RFC7874] requires a discussion which this document attempts to initiate.
So far there was no conclusion or path forward how the 3GPP real-time media codecs could be used in iRTCW. The source believes this discussion is also relevant for the objective on the protocol stack, as the objectives are interconnected.
For iRTCW though it is required to provide support for the 3GPP traditional and immersive media and there is a need to find solutions to use the 3GPP real-time media for WebRTC-based applications in iRTCW. Although the iRTCW WI does not intend to make any decision on specific codecs (which would be part of the MeCAR WI in [S4-220332]), the mechanism how the codecs would be added would still fall into the scope of iRTCW.
iRTCW is expected to support “WebRTC-based” real-time transport of media over 5G. Discussions in iRTCW often use this term “WebRTC-based”, which may refer to different aspects of the WebRTC ecosystem when it comes to real-time transport of media:
The WebRTC JavaScript API (mainly the RTCPeerConnection class within the scope of this document), standardized by W3C.
The WebRTC protocol suite, standardized by IETF.
The implementation of the WebRTC JavaScript API and the underlying protocol stack by the different web browsers, e.g. using libwebrtc. The source assumes this to be the runtime environment for browser-based applications. 
Implementations of the WebRTC protocol suite outside of a browser, e.g. as part of the operating system or bundled with an application (i.e. “native” applications). Such implementations do not have to adhere to the W3C JavaScript WebAPI but can define individual interfaces to the OS or native implementation.
All those potential meanings of “WebRTC-based” rely on a protocol stack for media built on SRTP over UDP (as dictated by the IETF choice of the RTP profile for WebRTC audio and video transmission by means of the RTCPeerConnection). 
Other protocol stacks may also be used that could be interpreted as “WebRTC-based” but build on top of other protocols because raw UDP socket access is not possible via WebAPIs. The WebRTC JavaScript API can still be used to access the hardware (e.g. microphone, speaker) of the device using the getUserMedia() API. All media-related aspects are then however implemented using other Web APIs (e.g. WebCodecs, WebAudio, WebAssembly):
Media transport over the RTCDataChannel with the protocol stack being RTP/SCTP/DTLS/UDP. The RTCDataChannel can be used to transmit arbitrary data, but has the burden of a larger network overhead compared to the SRTP/UDP protocol stack and may also have different transport characteristics.
Media transport over WebTransport or QUICTransport, this is also referred to as a “WebRTC unbundled” approach.
Given the many possible interpretations the source kindly requests to whenever the term “WebRTC-based” is used, it be clarified which parts of the WebRTC eco-system are referred to and which underlying protocol stacks are considered.
[bookmark: _Ref118809676]Potential Solutions
3GPP real-time media codecs …
1) become part of the mandatory-to-implement codecs of WebRTC in updates of [RFC7742] for video and [RFC7874] for audio, and thereby all “WebRTC endpoints” (according to [RFC8825]) would implicitly meet the iRTCW objectives on media support.
2) become part of codecs in iRTCW (with a status to be defined in the MeCAR WI). All WebRTC implementations on a 3GPP UE would follow those specifications (both for browsers and native WebRTC applications) to facilitate iRTCW services and are “WebRTC-compatible endpoints” (according to [RFC8825]).
3) are implemented in an alternative media stack defined by iRTCW, utilizing a protocol stack, for which transport Web APIs exist in browsers, e.g. the [RTCDataChannel],  [RTCQuicTransport] or [WebTransport] (because for the SRTP/UDP protocol stack used by WebRTC Media, no transport web API functions exist).
Evaluation of Potential Solutions
Relative to the options outlined in section 3:
1) WebRTC codecs are defined by IETF and thus introduction of 3GPP codecs into the WebRTC specifications is outside the control of 3GPP.
2) iRTCW could specify the mandatory codecs for WebRTC implementations to be used on a 3GPP UE. Implementations on 3GPP UEs, both native and in the browser, would however need to implement these, which may fall outside the control of UE manufacturers for 3rd party applications. 
To add support for the 3GPP codecs to WebRTC implementations also for 3rd party applications it would be necessary to specify two complementary APIs
in WebRTC to support additional media (e.g. by offering APIs to use custom codecs on an RTCPeerConnection)
in iRTCW to access on-device implementations of codecs (e.g. by providing access via WebCodecs) and corresponding functionality (e.g. for RTP payload format handling).
3) An alternative protocol stack, e.g. defining an “iRTCWPeerConnection” with a similar API as the RTCPeerConnection requires significant standardization and implementation efforts and leads to a non-compatible solution and thus two separate eco-systems (iRTCW vs. WebRTC). It might be considered as a ‘last resort’ but is in fact a "creative work-around” and has significant drawbacks due to the limitations of the browser sandbox and no access to non-browser APIs. Thus, some components may have to be side-loaded and e.g. run via JavaScript or WebAssembly. Or in other words, platform frameworks, hardware interfaces or APIs of the underlying operating system are not accessible without a corresponding Web API.

This may be a significant burden compared to 1) and 2).
Summary
The source outlined the issue that WebRTC implementations do not support 3GPP real-time media. To define the support for 3GPP real-time media it would be helpful to clarify the common understanding of the term “WebRTC-based”. One view could be using the RTCPeerConnection media transport (SRTP over UDP), which can be extended in theory to support 3GPP real-time media, either by introduction into the WebRTC specifications or the iRTCW specifications, there may though be serious challenges to ensure the support in implementations. “creative work-arounds” using alternative protocol stacks don’t seem to be attractive in terms of usability, interoperability, and performance.
It is asked to discuss the potential solutions on how to use the 3GPP codecs in iRTCW and potentially liaise with the relevant SDOs responsible for WebRTC to support the effort of 3GPP to use its codecs.
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