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1	Introduction
At the 3GPP meeting #120, SA4 published the Permanent Document (PD) for MeCAR v3.0 [1]. At the same time, several Work Items and Study Item currently active in 3GPP SA4 are developing terminal architectures in the context of their respective XR use cases.
As discussed among the SA4 delegates, there is a need of harmonizing the discussion across the different ongoing work by defining a common baseline XR client architecture.
This contribution proposes such baseline architecture from the perspective of the MeCAR Work Item while aiming to be generic enough for the other Work Items.
Lastly, this contribution proposes updates to the AR UE device architecture in the MeCAR PD to align with the proposed XR baseline framework.
2	Proposed baseline XR client architecture
The following the a diagram providing the different functionalities of the XR baseline framework. Whether all the elements are part of the same UE, split onto two tethered devices or spread between a UE and an edge is further defined in the respective Work Items.
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Figure 1 - Proposed XR baseline framework
The scene description is provided to the Presentation Engine by the AR application and optionally retrieved from the network. Alternatively, the Scene Description may already be embedded in the AR Application.
The Presentation Engine covers various tasks including the rendering aspects linked to the current position of the user in the scene. To this end, it consumes decoded audio and video and generates views, visual but also audio views, of the scene with respect to the user’s position at a given point in time. Those views as passed to the XR Runtime which renders and composes the final audio and video buffer to be presented to the user.
We also provide an extended version of the same diagram for further clarification of the framework. Note that more sub elements may be added to the main blocks.
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Figure 2 - Proposed XR baseline framework with higher level of details
3	Updated AR UE architecture in MeCAR
In the MeCAR Permanent Document [1], the AR UE device architecture is given below:
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Figure 3 - Device architecture for AR UE as defined in clause 4.2 of MeCAR PD v3.0 [1]
Given the XR baseline framework proposed in clause 2, we recommend adapting the current MeCAR Permanent Document in clause 4.2.1 to update the AR UE device architecture as follows:
· The scene description is provided to the Presentation Engine by the AR application and optionally retrieved from the network. Alternatively, the Scene Description may already be embedded in the AR Application.
· The AR Scene Manager is renamed to Presentation Engine to reflect better the different tasks of the block including the rendering aspect that was previously explicitly mentioned in parenthesis.
· Frames from the former AR Scene Manager to the AR Runtime are generalized to Rendered Views which comprise both visual and audio views of the scene based on the user position. 
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Figure 4 - Proposed updates to the AR UE device architecture based on the XR baseline framework

The AR UE is regular 5G UE with 5G connectivity provided through an embedded 5G modem and 5G system components. The AR UE also features several sensors and user controllers relevant for AR experiences that are cameras, microphones, speakers, display and generic user input. The AR/MR Application is responsible for orchestrating the various device resources to offer the AR experience to the user. In particular, the AR/MR Application can leverage three main internal components on the device which are:
· The Media Access Functions (MAF)
· The AR Runtime
· The AR Scene ManagerPresentation Engine

The AR/MR Application can communicate with those three components via dedicated APIs called the MAF-API, the AR Scene ManagerPresentation Engine API and the AR Runtime API. Among other functionalities, those APIs enables the AR/MR Application to discover and query the media capabilities in terms of support as well as available resources at runtime. Regarding rendering, the AR/MR aApplication obtains the head pose information from the AR Runtime which is then provided to the AR Scene ManagerPresentation Engine. Based on this information, the AR Scene ManagerPresentation Engine determines the objects visible to the user (visual but also audio objects) at a given point in time or more generally the objects that may be needed to be rendered in the next rendering cycles. The AR scene managerPresentation Engine then submits the rendered views to the AR Runtime as frames views written to AR Runtime. For the visual views,  those are exchanged the images of the co-called Swapchains, of which formats where configured beforehand by the AR/MR Application using the information provided by the AR Runtime API. From those images in the Swapchains, the AR Runtime then generates the left and right eye buffers possibly based on late adjustment techniques using updated head pose information, if available, commonly known as late stage reprojection (LSR).
Once the AR/MR application is running, the downlink media flows from the 5G System to the MAF in compressed form and then from The MAF to the AR Scene MangerPresentation Engine in a decoded form. In parallel, the AR UE is capable of establishing an uplink data flow from the AR Runtime to the MAF wherein the data may be in an uncompressed form and then from the MAF to the 5G System wherein the MAF may have compressed the data in order to facilitate the expected transmission over the network.
4	Conclusion
We recommend adopting the changes proposed in clause 3 in the MeCAR PD and documenting the XR baseline framework in the relevant specification.
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