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1 Introduction
Most of the discussions on FS_AI4Media so far have been regarding how AI/ML can be used for media services. In this contribution, we introduce and discuss different possibilities of how these AI/ML media services (AI4Media services) might be deployed, based on how AI/ML is used in the service, and also how these AI/ML services might be triggered, in relation to conventional media services.
2 Deployment options
AI4Media services can be categorized into one of four different deployment scenarios, depending on how AI/ML is used in the service, these four scenarios and their characteristics being:
1. AI/ML used for media processing and/or handling:
· Where both the source and output to the service are media data.
· The AI/ML inference engine is typically inside that of a media-processing pipeline.
· In this scenario, a media service may trigger an AI4Media service.

2. AI/ML based service with media data as an input:
· Where the source to the service is media data and the output is non-media data.
· The AI/ML inference engine is typically outside that of a media-processing pipeline, and acts as a media consumer.
· In this scenario, an AI4Media service may trigger a media service.

3. AI/ML used for media generation:
· Where the source to the service is non-media data and the output is media data.
· The AI/ML inference engine is typically inside that of a media-processing pipeline, and acts as a media generator.
· In this scenario, a media service may trigger an AI4Media service.

4. AI/ML media service where a media pipeline is dedicated for the AI/ML framework:
· Where split AI/ML involves intermediate data having media characteristics.
· Where an AI/ML model is delivered in a streaming manner.
· In this scenario, an AI4Media service may trigger a media service.
Considering the use cases currently in the PD, they may be mapped to the scenarios introduced as follows:
Scenario 1: Video Quality Enhancement in Streaming (clause 4.2), Crowd-Sourcing Media Capture (clause 4.3)
Scenario 2: Object Recognition in Image and Video (clause 4.1)
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Scenario 4: NLP on Speech (clause 4.4), as well as the use cases above where split AI/ML or Al/ML model streaming is involved.
From these scenarios, there is a need to consider both:


1) How an existing media service may support AI/ML, in particular how the media service may be triggered by an AI4Media application or service, or vice-versa. This is important if the media service is one that is supported by existing frameworks in SA4 (such as 5GMS), wherein the AI4Media service may need to be tightly coupled, or integrated into the existing media service framework (depending on the media pipeline).

2) AI/ML media services where a new AI/ML framework (including its related AI/ML data formats and delivery mechanisms), may need to be defined in order to support dedicated AI/ML media pipelines.
3 Proposal
We propose to take into account the deployment scenarios and considerations described in section 2 when proceeding with the work on AI/ML, and also documenting them into the permanent document.
