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1. Introduction
There are two types of 3D video calls being considered for AR conversational calls in IBACS and IRTCW. The current document considers a bi-directional 3D video conversational call that can be realized using either of the following: 
· 3D video of the user (e.g., V3C encoded video) that is captured in real-time. 
· 3D avatar of the user (e.g., a glTF representation) that is shared with other UEs/MRF and then animated in real-time. 

We assume realistic representation of the user in the avatar case, as well, i.e., the 3D model of the user is created using real-time capture and then animated using captured motion data. This contribution further illustrates the avatar based call flows using the basic AR call flow in S4-221301 as basis. 
2. AR call with real-time Animated Avatar 

3D modelling of real-time objects can be done from a series of images of the object captured from different angles. For an AR call, these images may be provided by the user by capturing while moving the camera or by capturing with multiple cameras. 

A 3D model of a humanoid can be represented using a 3D representation format, e.g., glTF. The representation contains vertices and associated mesh. 

Skinning, or rigging, is a technique used for animating a 3D object.  A skin is created when a 3D model is bound to a skeleton.  The skeleton is a hierarchical representation of joints.  Each joint is bound to a portion of the mesh/point cloud, and a skin weight is assigned to the corresponding vertices.  The weight determines the influence of the skeletal joint transformation on each vertex (in case of mesh) or point (in case of point cloud) when the joints move.  

To animate the 3D model, motion signals based on the user’s movement are generated. The method for generating motions signals depends on the implementation and is out of scope for this work. However, two possible methods are provided only as examples here. In the first method, the sender or MRF may compare the views of the input cameras to the views rendered from the 3D model using the same camera configuration.  The rendered 2D views overlaid with the actual views may display a transformation that may be encoded as motion signals. 

In a second method, the sender may perform real-time human segmentation on one or more input cameras.  For example, the KINECT® Azure supports this out of the box.  The segmentation may provide joint transformation in 2D space, which may be converted into a 3D signal, when the camera configuration is known.  If more than one camera performs the joint tracking, the 3D joint transformation may be combined between different views to achieve better 3D motion tracking.  As an example, averaging of motion vectors per joint could be performed to improve the quality of the joint motion signal. 

2.1 MRF-assisted 3D modelling and skinning

Figure 2.1 shows a call flow where an MRF assists in creating a 3D model and motion signals from images received from UE1 and delivering it to UE2. The call flow is shown as unidirectional for clarity but can work also as bi-directional. MRF assistance alleviates the need for UE1 to process the images itself. 



 
Figure 2.1: Call flow for avatar based AR call with MRF assistance for model and motion signal generation


Steps 1-13 under A. Call Setup, B. Scene description retrieval and C. scene description update will be the same as for the basic AR call flow. The remaining steps are defined below. 

14. UE1 will send source images (e.g., RGB or RGB-D streams) to the MRF as an image or video stream. The media description of the streams contains the camera configuration as well.   
15. The MRF processes the received images to create a rigged 3D model. 
16. The MRF delivers the 3D model to UE2. 
17. UE1 continues sending source images (the stream in Step 16 and Step 19 are the same). 
18. The MRF uses the 3D model and the new images to create motion signals i.e., transformation information. 
19. The MRF delivers the motions signals to UE2.  
20. UE2 renders the 3D model with animation based on motion signals. 


Figure 2.2 shows a call flow where an MRF assists in creating a 3D model from images received from UE1 and delivering it to both UEs. The call flow is shown as unidirectional for clarity but can work also as bi-directional. UE1 creates joint transformations to capture user motion locally on the device and sends motion signals to UE2. 



Figure 2.2: Call flow for avatar based AR call with MRF assistance for model generation

14. UE1 will send source images (e.g., RGB or RGB-D streams) to the MRF as an image or video stream. The media description of the streams contains the camera configuration as well.  
15. The MRF processes the received images to create a skinned 3D model. 
16. The MRF delivers the 3D model to UE2. 
17. The MRF delivers the 3D model to UE1. UE1 can stop sending images once the model is generated. The model is rigged already to a human skeleton.  
18. UE1 creates motion signals based on the motion of the user for the 3D model. 
19. UE1 delivers the motions signals to UE2 via MRF. 
20. UE2 renders the 3D model with animation based on motion signals. 

Requirements:
Based on the above call flows, an MRF-assisted 3D avatar conversational AR call has the following requirements: 
1. An SDP indication for generation of a 3D model by the MRF, including an indication that the MRF can further create motion signals. The SDP negotiation would include the media properties of the image stream provided by the source (sender UE). 
2. A media format for the source images. Any existing encoded video/image streams can be used for this purpose. Furthermore, a volumetric video stream may be used as well. 
3. Transport and format for the motion signals. 
3. Proposal
The proposal is to include the text in section 2 in the permanent document of IBACS.

 Contact: Saba Ahsan, Igor Curcio, Lukasz Kondrad, Nokia Technologies, Finland. Emails: ífirstname.lastnameý@nokia.com.
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