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4.4.1	General
=====  CHANGE  =====





Figure 4.4.1-2 – 5G AR UE Framework
Given that many functionalities are defined through Khronos OpenXR [10], defining capabilities for example by mandating or recommending support of certain APIs or parameter settings on API may be relevant. In some cases it may not even be possible to define capabilities, but for example rely on test signals and benchmarking requirements that estimate the performance of a device.
In the following, two different approaches for tethering AR Glasses are identified, identifying how:
-	Tethered Standalone AR Glasses: In this case, the AR Glasses runs an AR/MR application that uses the capabilities of the Glasses to create a service. The AR Glasses is tethered to a 5G device and potentially uses the capabilities of the phone to support the application. For details refer to clause 4.4.2.
-	Display AR Glasses: In this case, the AR Glasses is tethered to a 5G device that includes the application and the XR functions. The 5G device runs the application that uses the capabilities of the 5G device to run an AR/MR experience. The AR Glasses is connected to the 5G Device, but the XR runtime API is exposed the 5G device/phone. For details refer to clause 4.4.3.
[bookmark: _Toc118788263]4.4.2	Tethered Standalone AR Glasses
Figure 4.4.2-1 provides the technical architecture of a typical stand-alone AR Glasses device. The AR Glasses runs an AR/MR application that uses the capabilities of the Glasses to create a service. The AR Glasses is tethered to a 5G device and potentially uses the capabilities of the phone to support the application.





Figure 4.4.2-1 – Tethered Standalone AR glass-based device architecture
The AR/MR Application is responsible for orchestrating the various device resources to offer the AR experience to the user. In particular, the AR/MR Application can leverage three main internal components on the device which are:
· The Media Access Functions (MAF)
· The XR Runtime
· The XR Scene Manager
The AR/MR Application can communicate with those three components via dedicated APIs called the MAF-API, the XR Scene Manager API and the XR Runtime API. Among other functionalities, those APIs enables the AR/MR Application to discover and query the media capabilities in terms of support as well as available resources at runtime.
The XR runtime features several sensors and user controllers relevant for AR experiences such as cameras, microphones, speakers, display and generic user input. The XR Runtime typically also deals with the composition of primitive buffers that are mapped to the eye buffer display taking into account device characteristics as well as the latest pose information to apply late stage reprojection. 
The XR scene manager is typically very lightweight and with no or very limited GPU capabilities. It maps raw media primitive buffers such as texture and depth information 
Once the AR/MR application is running, the downlink media is accessed by the MAF in compressed form and then from then MAF to the AR Scene Manger in primitives. The device may also establish an uplink data flow from the AR Runtime to the MAF wherein the data may be in an uncompressed form and then from the MAF to the remote device, it is typically compressed the data in order to facilitate the expected transmission over the network.
In order to analyse the use cases and tethering architectures in more details in terms of bitrates and processing, the following assumptions may be made on Tethered Standalone AR Glasses:
· Video Playback and decoding:  H.265 Main 10 Profile with maximum processing: up to 8,294,400 Macroblocks per second (corresponding to 8192x4320 @ 60fps)
· Video recording and encoding: H.265 Main 10 Profile with maximum processing: up to 3,888,000 Macroblocks per second (corresponding to 3840x2160 @ 120fps), low-latency encoding, error-robustness, slicing, intra refresh, long term prediction.
· Maximum number of combined encoding and decoding instances: 16 for video, audio tbd
· Audio capabilities that allow to encode several PCM signals with low-latency and to decode multiple audio PCM signals in parallel.  
· The scene manager is very lightweight and passes through primitive buffers to be consumed by swap chains of the XR run-time. Swapchain images are typically 2D RGB.
Editor’s Note: 
- More detailed assumptions on the rendering capabilities needs to be documented.
- these assumptions may be aligned with what MeCAR defines
[bookmark: _Toc118788264]4.4.3	Tethered Display AR Glasses
Figure 4.4.3-1 provides the technical architecture of a typical tethered display AR Glasses device. The AR Glasses is tethered to a 5G device that includes the application and the XR functions. The 5G device runs the application that uses the capabilities of the 5G device to run an AR/MR experience. The AR Glasses is connected to the 5G Device, but the XR runtime API is exposed the 5G device/phone.





Figure 4.4.3-1 – Tethered Display AR glasses-based device architecture
In this case, the connection between the phone and Glasses is handled by a system that is hidden to the application and tethers the XR Runtime API on the 5G phone to the XR Runtime core functions on the glass. The overall function is referred to as XR Link.
In order to analyse the use cases and tethering architectures in more details, it is assumed that the media access and rendering functions of a high-end smart phone can be used.
Editor’s Note: More detailed assumptions on the capabilities needs to be documented


[bookmark: _Toc118788266]5	Tethering System Architectures and Call Flows
[bookmark: _Toc118788267][bookmark: _Toc67919020][bookmark: _Toc92713717]5.1	SystemBasic Architecture
The basic problem to solve is shown in Figure 4.2.15.1-1 below. An Application Server, for example on the edge, uses the 5G System to distribute content (e.g., content generated in response to the video/audio/pose input from the user) to a 5G phone. The 5G phone is connected with a pair of tethered glasses. The question is now how to set up connectivity and media call flows to provide a best user experience under latency and processing constraints on different links. 

 
Figure 4.2.15.1-1 The system architecture.
Architectural decisions can be made based on different applications, capabilities of the glasses and UE, link qualities and so on. 
5.2	Tethering Architectures 
Processing functions to be split include:
· Scene rendering
· Spatial computing
There are many potential architectures to support various way of splitting the processing functions [2]. Here we propose to consider two architectures in TR26.998 [3] as the initial architectures for SmarTAR. 
The two types are:
· Split Rendering WLAR UE. In this case the 5G phone that includes the modem also acts to support rendering of complex scenes and provides the pre-rendered data to the glass, as shown in Figure 5.2-1.
· Relay WLAR UE: In this case, the 5G phone acts as a relay to provide IP connectivity, as shown in Figure 5.2-2.


Figure 5.2-1 Type 3a: 5G Split Rendering WireLess Tethered AR UE
Main characteristics of Type 3a: 5G Split Rendering WireLess Tethered AR UE:
-	5G connectivity is provided through a tethered device which embeds the 5G modem. Wireless tethered connectivity is provided through WiFi or 5G sidelink. BLE (Bluetooth Low Energy) connectivity may be used for audio. The motion-to-render-to-photon loop runs from the Glasses to the phone. While the connectivity is outside of the 5G Uu domain, it is still expected that for proper performance when used for split rendering, a stable and constant delay link may be setup on the tethered connection.
-	The AR Runtime is local and uses from sensors, audio inputs or video inputs, but may be assisted by functionalities on phone. 
-	While media processing (for 2D media) may be done on the AR glasses, energy intensive AR/MR media processing may be done on the AR/MR tethered device or split.
-	Some devices might have limited support for immersive media decoding and rendering and may need to rely on 5G cloud/edge
-	While such devices are likely to use significantly less processing than Type 1: 5G STAR devices by making use of the processing capabilities of the tethered device, they still support a lot of local media and AR/MR processing. Such devices are expected to provide 8-10h of battery life while keeping a significantly low weight.
-	The tethered Glasses itself is not a regular 5G UE, but the combination of the Glasses and the phone results in a regular 5G UE.
-	Media Access Functions are provided that support the delivery of media content components over the 5G system. Examples of the Media Access Functions are 5GMS functions, MTSI functions, web-connectivity or edge-related client functions. Detailed requirements are for study in this report.


Figure 5.2-2 Type 3b: 5G Relay WireLess Tethered AR UE
Main characteristics of Type 3b: 5G Relay WireLess Tethered AR UE:
-	5G connectivity is provided through a tethered device which embeds the 5G modem. Wireless tethered connectivity is through WiFi or 5G sidelink. BLE (Bluetooth Low Energy) connectivity may be used for audio.
-	The 5G Phone acts as a relay to forward IP packets. The 5G Phone runs a Media Session Handler including EDGE functionalities to support QoS control on the 5G System. To support proper end-to-end QoS, the media session handling needs to take into account the constraints of the tethering link to provide sufficient QoS on the 5G System link to provide adequate QoE for the end user. Details on the exact function of the relay, for example of it is on IP layer (layer 3) or on lower layer is for further study.
-	Media Access functions are provided on the Glasses device to support the delivery of media content components over the 5G and wireless tethered link. The Media Access function also includes the media session handler (Media Session Hander), which is involved in the end-to-end QoS provisioning in the presence of a non-3GPP access link between the AR glasses and the phone, to be described in more detail shortly. 
-	The motion-to-render-to-photon loop runs from the Glasses to the edge and hence includes in total 4 wireless links. It is expected that for proper performance when used for split rendering, a stable and constant delay end to end link needs to be setup.
-	The AR Runtime is local and uses from sensors, audio inputs or video inputs, but may be assisted by functionalities on phone. 
-	Media Processing is either done on the Glasses device or it is split with the network. In particular, relevant is that many devices have limited support for immersive media decoding and rendering and may need to rely on 5G cloud/edge.
-	While such devices are likely to use significantly less processing than Type 1: 5G STAR devices by making use of the processing capabilities of the tethered device, they still support a lot of local media and AR/MR processing. Such devices are expected to provide 8-10h of battery life while keeping a significantly low weight.
-	The tethered Glasses itself is not a regular 5G UE, but the combination of the Glasses and the phone results in a regular 5G UE.
-	For services with low latency requirements, such as MTSI or those provided by FLUS, it may be necessary to take the status of wireless connectivity into account when configuring the services, such that the link between AR Glasses and 5G phone is not overly loaded. How to coordinate the operation of Uu and wireless connectivity in such services is FFS [3].
A key challenge for WLAR and WTAR UEs is to properly estimate the required QoS allocations for the AR sessions. The QoS allocation must take into account the wireless/wired tethering link from the glasses to the phone. This applies to all QoS parameters, namely bitrate, packet loss, delay, and jitter. The following diagram depicts a breakdown of the components contributing to the end-to-end delay as an example:
[image: A picture containing graphical user interface

Description automatically generated]
Figure 5.2-3: End-to-end delay breakdown to components
For a smooth operation of the AR session, the phone must estimate the impact of the tethering link on the overall QoS requirements. This corresponds to the Dn,1 component in the example figure. The Media Session Hander on the phone is the best entity to perform such estimates, which it may do by:
-	Running some measurement tests for latency, packet loss, and bitrate
-	Exchanging information with the radio and/or AF on the QoS policy
The Media Session Hander may regularly adjust its QoS allocation based on the observation of the status of the tethering link, thus targeting a consistent end-to-end QoS experience.

5.2 Network Architectures 
The network architecture for the device architecture in clause 4.4.2 is shown in Figure 5.3-1. 

  
Figure 5.3-1 Network architecture for tethered standalone device without edge rendering

For the device architecture in subclause 4.4.3, there are two types of network architectures which depend on whether split rendering is done in the cloud/edge or not. The network architecture for the case without edge rendering is shown in Figure 5.3-2. 
[image: Graphical user interface, diagram, application

Description automatically generated]
Figure 5.3-2 Network architecture for tethered display device without edge rendering

The network architecture for the case with edge rendering is shown in Figure 5.3-3. The MAF in the 5G Device/Phone provides prerendered 2D or 2.5D media to the “Thin Presentation Engine”.  

 
Figure 5.3-3 Network architecture for tethered display device with edge rendering 


image1.emf
5G AR UE

Sensors Cameras

Eye Buffer

Display

Speakers

AR/MR Application

User Input

5G System

Media Access 

Functions

XR Runtime

Micro-

phones

MAF-

API

XR Scene 

Manager

XR 

Scene 

API

Primitives Buffers

Scene Description

Raw Media and Sensor Data

Downlink Media

XR 

Runtime

API


Microsoft_Visio_Drawing.vsdx
5G AR UE
Sensors
Cameras
Eye Buffer Display
Speakers
AR/MR Application
User Input
5G System
Media Access Functions
XR Runtime
Micro- phones
MAF-API
XR Scene Manager
XR Scene API
Primitives Buffers


Scene Description
Raw Media and Sensor Data


Uplink Media


Downlink Media


XR RuntimeAPI



image2.emf
5G AR Framework

Sensors Cameras

Eye Buffer

Display

Speakers

AR/MR Application

User Input

5G System

Media Access 

Functions

XR Runtime

Micro-

phones

MAF

API

Presentation 

Engine

Scene Description

Uplink compressed media

Downlink compressed media

Audio

Composition

Visual 

Composition

Visual

Renderer

Audio

Renderer

Video 

Codecs

Audio

Codecs

Uplink Media 

Management

Haptics

XR 

Runtime

API

XR Metadata (Pose, Sensor Info, Camera Data)

Metadata

Codecs

Scene 

Manager

Primitives Buffers


Microsoft_Visio_Drawing1.vsdx
5G AR Framework
Sensors
Cameras
Eye Buffer Display
Speakers
AR/MR Application
User Input
5G System
Media Access Functions
XR Runtime
Micro- phones
MAF
API
Presentation Engine
Scene Description
Uplink compressed media


Downlink compressed media


Audio Composition
Visual  Composition
Visual
Renderer
Audio
Renderer
Video Codecs
Audio
Codecs
Uplink Media Management
Haptics
XR RuntimeAPI
XR Metadata (Pose, Sensor Info, Camera Data)



Metadata Codecs

Scene Manager
Primitives Buffers





image3.emf
5G AR-UE

AR Glasses device

Sensors Cameras

Eye Buffer

Display

Speakers

AR/MR Application

User Input

Wireless Connection

Media Access 

Functions

XR Runtime

Micro-

phones

MAF-

API

XR Scene 

Manager

XR 

Scene 

API

Primitives Buffers

Scene Description

Raw Media and Sensor Data

Downlink Media

XR 

Runtime

API

5G Device

5G System

(Uu)

Wireless Connectivity

Phone-based 

Processing 

Functions

Configuration

API

Relay


Microsoft_Visio_Drawing2.vsdx
5G AR-UE
AR Glasses device
Sensors
Cameras
Eye Buffer Display
Speakers
AR/MR Application
User Input
Wireless Connection
Media Access Functions
XR Runtime
Micro- phones
MAF-API
XR Scene Manager
XR Scene API
Primitives Buffers


Scene Description
Raw Media and Sensor Data


Uplink Media


Downlink Media


XR RuntimeAPI
5G Device
5G System
(Uu)
Wireless Connectivity
Tethering Connection
Phone-based Processing Functions
Configuration
API
Relay



image4.emf
5G Device

5G System

(Uu)

Wireless Connectivity

Phone-based 

Processing 

Functions

API

Relay

AR Glasses Device

Sensors Cameras

Eye Buffer

Display

Speakers

AR/MR Application

User Input

Media Access 

Functions

XR Runtime

Micro-

phones

MAF

API

Presentation 

Engine

Scene Description

Uplink compressed media

Downlink compressed media

Audio

Composition

Visual 

Composition

Visual

Renderer

Audio

Renderer

Video 

Codecs

Audio

Codecs

Uplink Media 

Management

Haptics

XR 

Runtime

API

XR Metadata (Pose, Sensor Info, Camera Data)

Metadata

Codecs

Scene 

Manager

Primitives Buffers

Wireless Connection

Configuration


Microsoft_Visio_Drawing3.vsdx
5G Device
5G System
(Uu)
Wireless Connectivity
Tethering Connection
Phone-based Processing Functions
API
Relay
AR Glasses Device
Sensors
Cameras
Eye Buffer Display
Speakers
AR/MR Application
User Input
Media Access Functions
XR Runtime
Micro- phones
MAF
API
Presentation Engine
Scene Description
Uplink compressed media


Downlink compressed media


Audio Composition
Visual  Composition
Visual
Renderer
Audio
Renderer
Video Codecs
Audio
Codecs
Uplink Media Management
Haptics
XR RuntimeAPI
XR Metadata (Pose, Sensor Info, Camera Data)



Metadata Codecs

Scene Manager
Primitives Buffers


Wireless Connection
Configuration



image5.emf
5G AR-UE

5G Device/Phone

AR/MR Application

User Input

5G System

Media Access 

Functions

MAF-

API

XR Scene 

Manager

XR 

Scene 

API

Primitives Buffers

Scene Description

Raw Media and Sensor Data

Downlink Media

AR 

glasses 

device

Sensors Cameras

Eye Buffer

Display

Speakers

XR Runtime 

API Tethering

(XR Link)

Micro-

phones

XR 

Runtime

API

Tethering Connection

XR link 

functions

device

XR Runtime

Core 

functions

XR link 

functions

glasses

Wireless Connection

Wireless Connectivity


Microsoft_Visio_Drawing4.vsdx
5G AR-UE
5G Device/Phone
AR/MR Application
User Input
5G System
Media Access Functions
MAF-API
XR Scene Manager
XR Scene API
Primitives Buffers


Scene Description
Raw Media and Sensor Data


Uplink Media


Downlink Media


AR  glasses 
device
Sensors
Cameras
Eye Buffer Display
Speakers
XR Runtime  API Tethering
(XR Link)
Micro- phones
XR RuntimeAPI
Tethering Connection
XR link  functions
device
XR Runtime
Core functions
XR link functions
glasses
Wireless Connection
Wireless Connectivity



image6.emf
AR Glasses Device

5G Device/Phone

Sensors Cameras

Eye Buffer

Display

Speakers

AR/MR Application

User Input

Media Access 

Functions

XR Runtime Core 

Functions

Micro-

phones

MAF

API

Presentation 

Engine

Scene Description

Uplink compressed media

Downlink compressed media

Audio

Composition

Visual 

Composition

Visual

Renderer

Audio

Renderer

Video 

Codecs

Audio

Codecs

Uplink Media 

Management

Haptics

XR 

Runtime

API

XR Metadata (Pose, Sensor Info, Camera Data)

Metadata

Codecs

Scene 

Manager

Primitives Buffers

Tethering Connection

XR link 

functions

device

XR link functions

glasses

Wireless Connection

Wireless Connectivity

XR Runtime 

API Tethering

(XR Link)

5G System


Microsoft_Visio_Drawing5.vsdx
AR Glasses Device

5G Device/Phone
Sensors
Cameras
Eye Buffer Display
Speakers
AR/MR Application
User Input
Media Access Functions
XR Runtime Core Functions
Micro- phones
MAF
API
Presentation Engine
Scene Description
Uplink compressed media


Downlink compressed media


Audio Composition
Visual  Composition
Visual
Renderer
Audio
Renderer
Video Codecs
Audio
Codecs
Uplink Media Management
Haptics
XR RuntimeAPI
XR Metadata (Pose, Sensor Info, Camera Data)



Metadata Codecs

Scene Manager
Primitives Buffers


Tethering Connection
XR link  functions
device
XR link functions
glasses
Wireless Connection
Wireless Connectivity
XR Runtime  API Tethering
(XR Link)
5G System



image7.emf
5G Device/Phone

AR/MR Application

5G System

XR Scene Manager

XR 

Scene 

API

Primitives Buffers

Raw Media and 

Sensor Data

AR 

glasses 

device

Sensors Cameras

Eye Buffer

Display

Speakers

Micro-

phones

XR Runtime

Core functions

Wireless Connection

Wireless Connectivity

Basic AR/MR Application

XR 

Runtime 

API 

XR 

Runtime

API

5G System

Media 

Access 

Functions

Media 

Access 

Functions

MAF-

API

Logical Connection

Eye Buffers

Eye 

Buffers

Scene Description

Cloud/Edge

XR 

Runtime

API

QoS Measure. & 

Report


Microsoft_Visio_Drawing6.vsdx

5G Device/Phone
AR/MR Application
5G System
XR Scene Manager
XR Scene API
Primitives Buffers


Raw Media and Sensor Data


AR  glasses 
device
Sensors
Cameras
Eye Buffer Display
Speakers
Micro- phones
Tethering Connection
XR Runtime
Core functions
Wireless Connection
Wireless Connectivity
Basic AR/MR Application
XR Runtime  API
XR RuntimeAPI
5G System
Media Access Functions
Media Access Functions
MAF-API
Logical Connection
Eye Buffers


Raw Media and Sensor Data


Eye Buffers


Scene Description
Cloud/Edge
XR RuntimeAPI






QoS Measure. & Report



image8.emf
5GC

UPF

Edge Application Server

gNB

Glasses

5G Phone

?


Microsoft_Visio_Drawing7.vsdx
5GC
UPF


Edge Application Server
gNB
Glasses
5G Phone
?



image9.emf
5G WLAR UE

5G Phone Tethered Glass

Sensors Cameras

Display

Speakers

User Input

Tethering Functions

Lightweight 

Scene Manager Basic AR Runtime

Content 

Delivery

Wireless Connectivity (e.g. WiFi, 

Sidelink)

Compositor

Basic 

Application

Basic

Codecs

AR Runtime 

API

Tethering Functions

Wireless Connectivity (e.g. WiFi, 

Sidelink)

Encoders

Decoders

Content 

Delivery

Media Access Functions

Media Client

AR/MR Application

User Input

AR Scene Manager

AR Runtime

M8

Immersive

Media Decoders

Immersive 

Audio

Renderer

Soundfield 

Mapping

Content 

Delivery

Media Session Handler

5G System

(Uu)

Visual 

Mapping

Immersive 

Visual

Renderer

Compositor

Scene Graph Handler

2D Codecs

AR Runtime API

5G System

(Server and 

Compute)

AR/MR

Application

Provider

Description

Delivery

Media AF

5G System

(gNB)

Media AS

AR 

Scene 

AR 

Functions

M4

M5

Pose-to-render-to-photon loop

Soundfield 

Mapping

Pose

Correction

XR Spatial 

Compute

XR Spatial 

Compute


Microsoft_Visio_Drawing8.vsdx
5G WLAR UE
5G Phone
Tethered Glass
Sensors
Cameras
Display
Speakers
User Input
Tethering Functions
Lightweight Scene Manager
Basic AR Runtime
Content  Delivery
Wireless Connectivity (e.g. WiFi, Sidelink)
Compositor
Basic Application
Basic Codecs
AR Runtime API
Tethering Functions
Wireless Connectivity (e.g. WiFi, Sidelink)
Encoders
Decoders
Content  Delivery
Media Access Functions
Media Client
AR/MR Application
User Input
AR Scene Manager
AR Runtime
M8
Immersive
Media Decoders
Immersive Audio
Renderer
Soundfield Mapping
Content  Delivery
Media Session Handler
5G System
(Uu)
Visual Mapping
Immersive Visual
Renderer
Compositor
Scene Graph Handler
2D Codecs
AR Runtime API
5G System
(Server and Compute)
AR/MR
Application
Provider
Description
Delivery
Media AF
5G System
(gNB)
Media AS
AR Scene
AR Functions
M4
M5
Pose-to-render-to-photon loop
Soundfield Mapping
Pose
Correction
XR Spatial Compute
XR Spatial Compute



image10.emf
5G WLAR UE

5G Phone

5G WLAR

Media Client

Cloud/Edge

Media Delivery Functions

Media AS

Sensors Cameras

Display

Speakers

Basic AR/MR Application

User Input

Lightweight 

Scene Manager

AR Runtime

Soundfield 

Mapping

Content 

Delivery

Media Session Handler

(incl. Edge)

Pose

Correction

Compositor

Basic

Scene Graph 

Handler

Basic

Codecs

XR Spatial 

Compute

AR Runtime API

5G System

(Gnb)

AR/MR

Application

Provider

Encoders

Decoders

Media AF

Content 

Delivery

Scene Description

Delivery

Scene 

Description

5G System

(Uu)

M8

Wireless Connectivity (e.g. WiFi, 

Sidelink)

Wireless Connectivity (e.g. WiFi, 

Sidelink)

M4

IP Packet Relay

Pose-to-render-to-photon loop

AR/MR Application

AR Scene Manager

Immersive 

Audio

Renderer

Immersive 

Visual

Renderer

Scene Graph 

Generator

Scene and 

Media Assets

AR Functions

XR

Spatial 

Compute

Semantic

Perception

XR Spatial 

Description


Microsoft_Visio_Drawing9.vsdx
5G WLAR UE
5G Phone
5G WLAR
Media Client
Cloud/Edge
 Media Delivery Functions
Media AS
Sensors
Cameras
Display
Speakers
Basic AR/MR Application
User Input
Lightweight Scene Manager
AR Runtime
Soundfield Mapping
Content  Delivery
Media Session Handler
(incl. Edge)
Pose
Correction
Compositor
Basic Scene Graph Handler
Basic Codecs
XR Spatial Compute
AR Runtime API
5G System
(Gnb)
AR/MR
Application
Provider
Encoders
Decoders
Media AF
Content  Delivery
Scene Description
Delivery
Scene Description
5G System
(Uu)
M8
Wireless Connectivity (e.g. WiFi, Sidelink)
Wireless Connectivity (e.g. WiFi, Sidelink)
M5
M4
IP Packet Relay
Pose-to-render-to-photon loop
AR/MR Application
AR Scene Manager
Immersive Audio
Renderer
Immersive Visual
Renderer
Scene Graph Generator
Scene and Media Assets
AR Functions
XR
Spatial Compute
Semantic Perception
XR Spatial Description



image11.png
D1 Dn,2 Dy =Dy + Dpp2

Edge Application
server

AR Glasses Phone UPF

B




image12.emf
5G Device

5G System

(Uu)

Wireless Connectivity

Phone-based 

Processing 

Functions

API

Relay

AR/MR

Application

Provider

5G System

(gNB)

5G 

Network

AR Glasses Device

Sensors Cameras

Eye Buffer

Display

Speakers

AR/MR Application

User Input

Media Access 

Functions

XR Runtime

Micro-

phones

MAF

API

Presentation 

Engine

Scene Description

Uplink compressed media

Downlink compressed media

Audio

Composition

Visual 

Composition

Visual

Renderer

Audio

Renderer

Video 

Codecs

Audio

Codecs

Uplink Media 

Management

Haptics

XR 

Runtime

API

XR Metadata (Pose, Sensor Info, Camera Data)

Metadata

Codecs

Scene 

Manager

Primitives Buffers

Wireless Connection

Configuration


Microsoft_Visio_Drawing10.vsdx
5G Device
5G System
(Uu)
Wireless Connectivity
Tethering Connection
Phone-based Processing Functions
API
Relay

AR/MR
Application
Provider
5G System
(gNB)
5G Network
AR Glasses Device
Sensors
Cameras
Eye Buffer Display
Speakers
AR/MR Application
User Input
Media Access Functions
XR Runtime
Micro- phones
MAF
API
Presentation Engine
Scene Description
Uplink compressed media


Downlink compressed media


Audio Composition
Visual  Composition
Visual
Renderer
Audio
Renderer
Video Codecs
Audio
Codecs
Uplink Media Management
Haptics
XR RuntimeAPI
XR Metadata (Pose, Sensor Info, Camera Data)



Metadata Codecs

Scene Manager
Primitives Buffers


Wireless Connection
Configuration



image13.png
5G Device/Phone:
AR Glasses Device

link
functions
device

XRlink functions
gasses

Wlss comection
[r—

XR Runtime
AP Tethering
048 Lin)

I





image14.emf
AR Glasses Device

5G Device/Phone

Sensors Cameras

Eye Buffer

Display

Speakers

AR/MR Application

User Input

Media Access 

Functions

XR Runtime Core 

Functions

Micro-

phones

MAF

API

Uplink compressed media

Downlink compressed media

Audio

Composition

Visual 

Composition

Video 

Codecs

Audio

Codecs

Uplink Media 

Management

Haptics

XR 

Runtime

API

XR Metadata (Pose, Sensor Info, Camera Data)

Haptics

Codecs

Metadata

Codecs

Tethering Connection

XR link 

functions

device

XR link functions

glasses

Wireless Connection

Wireless Connectivity

XR Runtime 

API Tethering

(XR Link)

5G System

5G 

Network

Cloud/Edge

AR/MR Application

XR  shim 

layer 

Media 

Access 

Functions

MAF-

API

XR Metadata

Scene 

Description

5G System

Presentation 

Engine

Visual

Renderer

Audio

Renderer

Haptics

Renderer

Scene 

Manager

XR 

Runtime

API

XR 

Scene 

API

XR Presentation API

Thin

Presentation 

Engine

(Management & 

Composition)

XR 

Presen

tation 

API

Scene Description

Uplink compressed media

Downlink compressed media


Microsoft_Visio_Drawing11.vsdx
AR Glasses Device

5G Device/Phone
Sensors
Cameras
Eye Buffer Display
Speakers
AR/MR Application
User Input
Media Access Functions
XR Runtime Core Functions
Micro- phones
MAF
API
Uplink compressed media


Downlink compressed media


Audio Composition
Visual  Composition
Video Codecs
Audio
Codecs
Uplink Media Management
Haptics
XR RuntimeAPI
XR Metadata (Pose, Sensor Info, Camera Data)


Haptics Codecs
Metadata Codecs

Tethering Connection
XR link  functions
device
XR link functions
glasses
Wireless Connection
Wireless Connectivity
XR Runtime  API Tethering
(XR Link)
5G System

5G Network
Cloud/Edge
AR/MR Application
XR  shim layer
Media Access Functions
MAF-API
XR Metadata


Prerendered 2D or 2.5D Media (pose-dependent)


Scene Description
5G System
Presentation Engine
Visual
Renderer
Audio
Renderer
Haptics
Renderer
Scene Manager
XR RuntimeAPI
XR Scene API
XR Presentation API
Thin
Presentation Engine
(Management & Composition)
Prerendered 2D or 2.5D Media (pose-dependent)


XR Presentation API

Scene Description
Uplink compressed media


Downlink compressed media





