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1 Introduction
The present document introduces procedures and call flows for scenario in which the inference is partially run on the UE before being completed by the network.
2 UE to Network split inference
5.2.2	Split AI/ML operation
5.2.2.1	Introduction of split UE-to-Network inference  
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Figure 5.2.2-2: Basic architecture for split inference between the UE and network, with media data source in the UE
Figure 5.2.2-2 shows a simple basic architecture for split inferences between the UE and the network, as described in scenario 2b) of clause 5.2, where the media data source is in the UE, and the ordering of split inference is first performed in the UE, then in the network. The resulting inference output data is then sent back to the UE.
For the split inference (UE - network) scenario, additional components are required:
In the UE:
· An AI model inference engine that receives both the network AI model subset(s), and input data (from a UE data source), for UE inference.
· An intermediate data delivery function receives the partial inference output (intermediate data) from the UE inference engine, and sends it to the network via the 5GS. This delivery function may also contain functionalities related to QoS requests and monitoring.
· An inference output access function receives the inference output data from the network via the 5GS, and sends it to the relevant data destination according to the AI media service.
In the network:
· An intermediate data access function receives the intermediate data from the UE via the 5GS, and sends it to network inference engine for network inference.
The final inference output data is sent to the UE via the 5GS, through the inference output delivery function. 

For both split inference scenarios, extra factors should be considered, including those such as:
· Configuration of the split inference between the network and UE. (e.g. definition and selection of the AI/ML model composition into “UE AI model subset” and “network AI model subset”)
· Resource allocation and management for network inference, including ingestion of network AI model data and media data
· Intermediate data delivery pipelines between the network and UE, in particular considering the use of 5GMS defined pipelines to stream intermediate data that is media content data.
· The functionalities of certain components in figure 5.2.1-1 and figure 5.2.2-1 may overlap, and depending on the use case a combined architecture may also be considered FFS.
· Certain components may also overlap with functions defined in 5GMS, clarifications FFS.
5.2.2.2	Proposed procedures and workflows for split UE-to-Network inference
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1) The UE application requests an AI/ML model to the Network application
2) The Network application identifies the appropriate AI/ML model from the AI/ML model repository 
3) The AI/ML model delivery function is activated by selecting the chosen model from the repository
4) The AI/ML model delivery function sends the selected AI/ML model to the UE AI/ML model access function.
5) The AI/ML model access function stores the model in the AI/Ml model inference engine. 
6) The AI/ML model inference engine in the UE deserializes the AI/ML model
7) The AI/ML model inference engine in the UE selects the input data from the Data source 
8) The AI/ML model inference engine in the UE runs the partial inference process up to the split point.
9) The partial inference output is sent to the Intermediate data delivery function in th UE
10) The intermediate data delivery function in the UE sends the intermedia data to the Intermediate data access function in the network.
11) The Network application stores the selected model in the AI/ML model inference engine in the network
12) The AI/ML model inference engine in the network deserializes the AI/ML model.
13) The AI/ML model inference engine in the network selects the input data from the Intermediate data access function also in the network
14) The AI/ML model inference engine in the network runs the rest of inference process.
15) The AI/ML model inference engine outputs the result to the Inference output delivery function.
16) The inference output delivey function in the network sends the result of the inference process to the Inference output access function in the UE.
17) The Inteference output access function in the UE outputs the result of the inference process to the Data destination.

3 Proposal
It is proposed to include the updates to the permanent document.
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