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1. Introduction
At SA4-e (AH) Video SWG post 120-e telco on Oct 2nd, the source provided Tdoc S4aV220924 with comments on immersive audio support [1]. In that contribution, we suggested a way forward to harmonize the functional architectures of the 5G AR framework for audio and visual media components. The proposal got some support. The present contribution makes this proposal more concrete.
1. Proposal
It is proposed to include the following language into the permanent document: 
Figure 1 represents the preferred 5G AR Framework architecture. 
This architecture facilitates the following audio related operations of the audio sub-system of the XR scene manager:
· Main audio rendering functions in close coordination of the take actions of the visual renderer of the XR scene manager.
· Locally generation of audio feeds based on triggers from the AR/MR application and sensor (incl. mic) data obtained from the XR Runtime. Such feeds may be mixed to the rendered audio prior to or post rendering. 
· XR Runtime may directly influence the audio rendering.

Note: In case implementers intend to keep audio decoding and rendering functions together, the audio decoder may be moved from the MAF to the XR scene manager while keeping other main functions like JBM, de-packetization, etc., at the MAF. 

The architecture further facilitates the following operations of the audio subsystem of the XR Runtime:
· Final output audio corrections in response to, e.g., the actual pose or echo cancellation.

Note: the audio subsystem of the XR Runtime may not entirely rely on OpenXR APIs.  





Figure 1: Preferred 5G AR Framework architecture
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