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[bookmark: _Toc504713888]1 Introduction
In this contribution, we provide an update of the service architecture of the clause 4.2.2 "split model operation" to the permanent document. In particular, we add another service architecture to capture the use-case where the UE is the data source beside the existing one where the data source comes from the cloud. We also add some text to include possible encoding/compression and/or decoding/decompression operations for AI/ML model data as well as for intermediate data.
2 Proposed changes
Figure 4.2.2-1 depicts a service architecture for split inference between the network and UE applied to the network data source use-cases. We propose to add another figure where the data source comes from the UE as described in clause 4.1.1.

--------------------------------------------- Begin first change ----------------------------------------------------------------------

4.2.1	Complete/Basic AI/ML model distribution
[
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Figure 4.2.1-1: Service architecture for AI/ML model delivery with inference in the UE 
Figure 4.2.1-1 shows a simple service architecture for AI/ML model delivery, as described in scenario 1) of clause 4.2, with an inference of a pre-trained AI/ML model in the UE, as described in scenario 2a) of clause 4.2.
In the network:
An AI model in the repository is selected for the AI media service by the network application, and sent to the delivery function for delivery to the UE.
· The AI model delivery function sends the AI model data to the UE via the 5GS. This delivery function may also contain functionalities related to QoS requests and monitoring. The delivery function can embed a model encoder that encodes AI model data following model format described in clause 5.5. This may include data compression as well.
In the UE:
· A UE application provides an AI media service using the AI model inference engine and AI model access function.
· The AI model access function receives the AI model data via the 5G system, and sends it to the AI model inference engine. The AI model access function can embed a model decoder that decodes AI model data following model format described in clause 5.5. This may include data decompression as well.
· The AI model inference engine performs inference by using the input data from the data source (e.g. a camera, or other media source) as the input into the AI model received from the AI model access function. The inference output data is sent to the data destination (e.g. a media player).
Depending on the exact service scenario, AI model updates may be necessary during the service, and different AI model data delivery pipelines may be considered for such purposes.
]

--------------------------------------------- End first change ----------------------------------------------------------------------

--------------------------------------------- Begin second change --------------------------------------------------------------------

4.2.2	Split AI/ML operation

4.2.2.1 Network data source

[
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Figure 4.2.2-1: Service architecture for split inference between the network and UE for network data source 
Figure 4.2.2-1 shows a simple service architecture for split inferences between the network and the UE, as described in scenario 2b) of clause 4.2.
For the split inference scenario, additional components are required:
In the network:
An AI model inference engine that receives both the network AI model subset(s), and input data, for network inference.
· [bookmark: _Hlk110963503]An intermediate data delivery function receives the partial inference output (intermediate data) from the network inference engine, and sends it to the UE via the 5GS. This delivery function may also contain functionalities related to QoS requests and monitoring.   
In the UE:
· An intermediate data access function receives the intermediate data from the network via the 5GS, and sends it to the UE inference engine for UE inference. The access function can embed a decoder for decoding the received intermediate data.
· The final inference output data is sent to the data destination (e.g. a media player).  
Extra factors should be considered, including those such as:
· Configuration of the split inference between the network and UE. (e.g. definition and selection of the AI/ML model composition into “UE AI model subset” and “network AI model subset”)
· Resource allocation and management for network inference, including ingestion of network AI model data and media data
· Intermediate data delivery pipelines between the network and UE, in particular considering the use of 5GMS defined pipelines to stream intermediate data that is media content data.
· The functionalities of certain components in figure 1 and figure 2 may overlap, and depending on the use case a combined architecture may also be considered FFS.
· Certain components may also overlap with functions defined in 5GMS, clarifications FFS.
4.2.2.2	UE data source
Figure 4.2.2-2 depicts the architecture for a split model when a UE captures the media. The intermediate data flows in the uplink direction from the UE to the network side. Unlike Figure 4.2.2-1, the output data generated in the network is sent back to the UE (e.g., a media player). The output data may also be stored in the network (e.g., for further processing at later time).


[image: ]

Figure 4.2.2-2: Service architecture for split inference between the network and UE for UE data source 
]

--------------------------------------------- End second change -----------------------------------------------------------------------
3 Proposal
We propose to update sub clause 4.2.1 and sub clause 4.2.2 of the permanent document with above proposed changes.
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