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1 Introduction

During SA4#118e the Work Item on “IMS-based AR Conversational Services” was agreed in S4-220513 and afterwards approved in by SA plenary SA#96 in SP-220668 under the acronym “IBACS”

The objective of this work item is to create a new specification for IMS-based AR conversational services. The features for RTP-based real-time communication, which can be used by IMS and non-IMS (AR) conversational services, will be specified in another new specification (as part of the 5G_RTP work). The relevant features and functional components specified for MTSI in TS 26.114 will be referenced and/or enhanced, if required.

More specifically, this work item aims to conduct normative work to specify the following aspects:
O1. Terminal architectures for standalone, edge-assisted, and wireless tethered UEs integrated with an MTSI client (as defined in TS 26.114).

NOTE1.1: The work done for FS_5GSTAR [and the result of Rel-18 WI MeCAR] should be taken into consideration. Work on tethered UEs heavily depends on SmarTAR, thus any work on tethered UEs in IBACS will be aligned on the readiness and timeline of SmarTAR.
O2. IMS session setup, control, and capability negotiation procedures for traditional and AR media supporting multiple device-types in one IMS communications session.

NOTE2.1: This relates to the potential normative work identified in TR 26.998 (5GSTAR): “Conversational AR services require real-time communication both in the downlink and in the uplink” & “A protocol stack and content delivery protocol for real-time communication based on RTP” & “A common session and connection establishment framework, with instantiations based on SIP and SDP for IMS”
O3. Real-time transport of traditional as well as AR media, scene description, and metadata via IMS media path including Data Channel. Transport can be either one-way or bi-directional.
NOTE3.1: With the term AR media we refer to AR media as defined in Section 4.4 in 26.998 (including volumetric media).

NOTE3.2: Media capabilities will be defined in MeCAR and subsequently integrated/adopted in IBACS. 

NOTE3.3: RTP-based media transport will be defined in 5G_RTP and subsequently integrated/adopted in IBACS.

NOTE3.4: This relates to the potential normative work identified in TR 26.928 (5GXR): “Support of static/dynamic 3D objects’ formats and transport for real-time sharing” Further this relates to the identified potential normative work in TR 26.998 (5GSTAR): “Social XR Components – Merging of avatar and conversational streams to original media (e.g., overlays, etc.)”
[Editor’s Note: IBACS will support conversational AR applications that can be downloaded via IMS data channel or made available on a UE by other means]

O4. Support of spatial descriptions needed to support spatial computing (as per TR 26.998) for conversational IMS communications.
NOTE4.1: This objective is subject to the conclusion of FS_5GSTAR and will be based on the spatial descriptions that will be defined in MeCAR. 
NOTE4.2: This relates to the potential normative work identified in TR 26.928 (5GXR): “6DOF metadata framework and a 6DOF capable renderer for immersive voice and audio.” & “Proper annotation and metadata for each object to place it into scene.” & “Description and rendering of multiple objects into a Social XR experience.”
O5. Specify the integration of the IVAS spatial audio codec in the new planned specification, in coordination with the integration into TS 26.114 to be done in the IVAS work item and IVAS integration into the MeCAR work item.
2 Use Case and Requirements
2.1 Use cases and requirements for dynamic 3D representation

Use cases 19 and 22 in TR 26.998 provide an AR conferencing experience. In both cases, participants can capture their 3D dynamic representation in real-time and share it with others in a shared AR experience. In this clause we state the requirements related to capturing and transporting the dynamic 3D representation of an object under conversational constraints.  Dynamic 3D representation in this context is a format for defining the 3D model of an object (e.g., a caller) that is captured in real-time using one or more cameras. A dynamic 3D representation can be a point cloud or 3D mesh. 
TR 26.998 section 4.4.5 defines some existing formats used for dynamic 3D representations. The Virtual Reality Industry Forum (VRIF) has recently issued their first Volumetric Video Guidelines, addressing volumetric video production workflows and media profile standards for volumetric media distribution [1]. Based on the requirements for encoding, transporting, and decoding volumetric media, the following sub-categories are defined for the different use cases and their associated requirements
. The proposed solution uses RTP for low-latency delivery of dynamic 3D representations. 
2.1.1 AR two-party calls
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Figure 2.1.1.1: AR two-party call
The use case in Figure xx establishes a bidirectional AR two-party call, which may or may not use the MCU (MRF for IMS). It should be possible to combine other functions, e.g., 2D video, 360-degree video, images, etc., which are not shown in the figure for simplicity. 
The dynamic 3D representations delivery in this case is over RTP. It is bidirectional with conversational latency requirements. The dynamic 3D representation can be delivered over one of the two paths shown in the figure. Path A goes through the MCU (MRF for IMS) and Path B is point-to-point. 

Non-real-time 3D representations can be delivered via the data channel as shown in the figure.; the term 3D representation here includes both dynamic and static 3D representations, which are not captured and delivered under conversational latency requirements. The data channel is a WebRTC data channel or an IMS data channel. The IMS data channel used is as defined by TS 26.114. Further requirements, if needed, can be defined for using the data channel to transport 3D representations. 

The following set of requirements relate to the bidirectional conversational dynamic 3D representation: 

1) Call setup and control: this building block covers 

a) signalling to setup a call or a conference – basic functions already provided by MTSI and will be covered also in IRTCW.

b) fetching of the entry point for the AR experience. The protocol needs to support upgrading and downgrading to/from an AR experience. Dependency on MeCAR to define device types. 
2) Formats: The media and metadata types and formats include in addition to the ones already covered by MTSI, volumetric media. Format properties and codecs need to be defined for dynamic 3D representations along with appropriate RTP payload formats and functions. Appropriate codecs need to be defined by MeCAR for encoding, decoding and rendering dynamic 3D representations.

3) Real-time encoding and decoding with latency requirements for conversational media.

4) Enhancements to SDP, scene description to support  AR telephony.  

5) For AR telephony media types(e.g., dynamic 3D representation), the necessary QoS characteristics need to be defined.

6) Support for AR media processing in the MCU (MRF for IMS). 

7) 5G system integration: offering the appropriate support by the 5G system to AR telephony includes:

a) discovery and setup of MCU (MRF) resources to process  AR telephony media types.

b) defining the necessary QoS characteristics for AR telephony media types. 

c) data collection and reporting. 

2.1.2 AR multi-party calls
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Figure 2.1.2.1: AR multi-party call

The use case in Figure 2.1.2.1 establishes a multiparty call. The call may be unidirectional (one dynamic 3D representation sender and multiple receivers, 1:N) or bidirectional (multiple dynamic 3D representation senders and multiple dynamic 3D representation receivers, N:N). The 1:N case can be addressed first as part of this work as it is simpler. The N:N case can be addressed later. 
In addition to the requirements of use case 2.1, the following requirements need to be considered for AR multi-party calls: 

· Signalling for establishing a multiparty call. This may be done in a similar way as for traditional MTSI/WebRTC calls.  

· Expanding scene description to address the case of multiple senders and multiple receivers; defining appropriate procedures to maintain position of all participants in the rendered space for each participant. 

· Mixing/transcoding in the MCU (MRF for IMS) to combine content from multiple participants. This may include e.g., scaling and placement of 3D representations in a virtual room. Other requirements can also be studied.  

More advanced requirements may also be considered based on the existing use cases in FS_5GXR and FS_5GSTAR

· Integration with other 5G services such as 5GMS for DASH delivery of AR media (that is not used for delivering conversational AR media but possibly video streams for a shared experience) along with conversational media. 

· Maintaining consistent head motion and eye-contact in a multiparty call with 3D avatars. 

2.2 Use case for remote cooperation supporting AR of car technician
2.2.1 Use Case Description

[TR22.873 defines an AR call scenario, with an example use case of remote support. In the remote support use case, a technician starts an AR call with a remote engineer to get help fixing a car. The technician sees an avatar of the remote engineer next to them and they can both interact with the car. The remote engineer is able to add content, e.g. 3D part models or repair instructions to assist the technician with the repair.]
2.2.2 Example Call Flow
[Editor’s Note: the call follows will be updated aligned with the work in SA2]
[In this section, we provide an example call flow for the reference use case.
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Figure 2.2.2.1 remote cooperation reference use case call flow
The steps are as follows:

1. UE1 sends an invite for an AR remote assistance call with UE to the MMTel AS, which involves a data channel.

2. CSCF forwards the invite to the MMTel AS, which will setup the data channel resources for the AR support application.

3. The AS selects the proper DCS-C and DCS-M that will provide the AR application data channel resources.

4. The AS instructs the DCS-C to setup the data channel resources with the DCS-M for the AR support application.

5.  The DCS-M prepares the entry point for the session, which is a description of the shared space and includes a set of assets that will be used to augment the real world

6. The DCS-C confirms the data channel resources to the MMTel aS

7. The AS forwards the invite to UE2 via the CSCF.

8. The CSCF forwards the invite to UE.

9. UE2 accepts the invite and the session starts.

10. The DCS-M sends out the entry point to the endpoints UE1 and UE2.

11. -11.: UE1 and UE2 share their pose and action information with the AS, which generates a scene update and sends it to the data channel server for distribution.

12-14.: UE1 and UE2 exchange media potentially through an MRF, which may perform functions such as 3D reconstruction or mixing/composition.

]
3 AR IMS Communication Architecture

3.1 Potential Reference Architecture (SA2)

[Editor’s Note: this section needs further updates aligned with the work in SA2]
[ The following diagram depicts a potential reference architecture that is being discussed by SA2 as part of FS_NG_RTC in TR23.700-87.

[image: image4.emf]UE A

DC control 

function

Data channel 

application 

repository

UE B

MMTel AS

ISC

DC1

DC2

Gm

Gm

P-CSCF P-CSCF

Mw Mw

IMS-AGW IMS-AGW

Iq

Iq

RTP (voice/video) 

DC Data

DC Data

DC Data

DC media 

function

DC3

S-CSCF


Figure 3.1.1 Potential Reference Architecture

]
4 IMS AR Sessions and transport
TBD.
5 Support of spatial descriptions
5.1 Scene Composition for conversational AR use cases

Virtual objects in an AR call need to be composited with real-world objects. Scene composition can place multiple virtual objects at varying levels of depth in the scene. Scene composition may be done by a network entity for AR two-party and multiparty calls. 

· Scene composition for two-party AR calls is simple and can possibly be handled with SDP. Some two-party use cases with multiple AR objects and multiparty calls may need to rely on glTF, MPEG scene description or other formats for defining scene composition. 

· Real-time composition of a scene can be handled by a network entity. This can be the MRF (media path) or a conference server. 

· A network entity may process multiple AR objects into a single media bitstream.  

Real-time composition of a scene may include: 

· Receiving from the participants of an AR call, their media capabilities, AR objects that are to be shared, and if the use case involved mixed reality then a description of the space where the virtual scene is to be created. 

· Real-time scene composition only implies it is done when the call session is established. Updates may be possible but may not be always required. 

An example of real-time scene composition is shown in Figure xx, where UE-A is an AR device capable of rendering AR objects composited with real-world. The scene server is a network entity and can be part of the MRF. The other UEs are users sending AR objects for the AR call. In a real-scenario, the call can be bidirectional and the UEs would perform both functions i.e, sending media and rendering the AR experience as done by UE-A. 


[image: image5]
Figure 5.1.1: Real-time scene composition for AR calls

The following steps are shown in Figure 5.1.1. 

1a. UE-A that will receive AR content shares its media capabilities and a description of the user surroundings in which the scene is to be rendered. The latter may not always be required. 

1b. UEs that want to send media share media description of the AR media. 

2. The scene server creates an AR scene using the information.

3. The scene server shares the scene description with the UEs and media processing function. 

4. The media stream negotiation is completed for all UEs. 

5. Media is delivered from the sender UE to the MRF which may process the media before delivery based on the scene composition e.g., mixing and/or transcoding.

6a/b. Media is delivered to the receiver UE-A (either via MRF or directly from the other UEs). 

The description of the user surroundings here defines the layout of the physical space in which the streams should be rendered, e.g., a simple mesh or a geometric primitive (cylinder or cube) that represents occlusion free space around the user. Scene composition may take into account other aspects, e.g., lower resolution streams may be rendered with greater depth from the user for a realistic experience, considering spatial description of multiple participants to create a symmetric experience etc. 
6 IMS specific consideration for IVAS
TBD.
7 Other Potential Solutions
TBD.
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