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1 Introduction
The new Release 18 Work Item 5GRTP is meant to address RTP related requirements for AR conversational and other real-time functionalities of AR services. Tdoc S4aR220018 provided a summary of the different real-time and non-real-time (meta)data required for the use cases collected in TR 26.928 and TR 26.998. This document further streamlines the discussion and presents a set of requirements to consider for the 5GRTP work item.   
2 Real-time requirements for AR use cases 

The use cases presented in TR 26.928 and TR 26.998 have multiple elements that require real-time communication. The specific requirements for different types of data is listed below. 
2.2 AR Media 

TBD
Note: AR media may include 2D and 3D media components, and spatial audio. RTP Payload formats for some of these already exist and may need to be defined for others.

2.3 Pose

· A user pose can be defined as yaw, pitch, roll for orientation and three vectors (X, Y, Z in cartesian coordinate system) for position.

· For most use cases, an AR device can compute and use the pose information locally. For more advanced use cases with shared 6DoF experiences (e.g., use case 10 in TR 26.998) UEs may be required to send the pose information to a conferencing server, a spatial computing server or other entity. 

· Pose can be transported as metadata along with media, e.g., as metadata with an avatar. 

· It should be evaluated whether high-frequency updates of pose information from another device should be delivered to a UE directly or processed with support from a network entity.       
2.4 Gesture

· A hand gesture or device controllers can trigger specific actions during an AR experience. 
· Gestures are handled on device (AR Runtime) for most use cases but for AR shared experiences, gestures can be used e.g., to manipulate a shared 3D object. 

· The UE may process the gesture/controller click locally and this can be a device specific function. For interoperability, specific triggers/actions may be defined that are signalled across the network when needed. 

2.5 Motion data

· Motion data captures movements that are used to animate a 3D model. Motion data may be facial expressions, skeletal body movement, etc.

· Motion data is dependent on the model. Interoperability may require sharing 3D modeling data. 

· A high-frequency continuous bitstream may be required for a good user experience. Alternatively, sporadic updates triggered by motion can be used. 

·  It should be evaluated whether high-frequency updates of motion data from another device should be delivered to a UE directly or processed with support from a network entity.     
2.6 Summary

Table below summarizes the types of metadata that can be carried as RTP payload for AR RTC services. Reliability is assumed to be not strict when the data is delivered in a continuous manner and old values lose importance when delayed. Continuous bitstreams may be sent at a fixed sampling rate. Bursty traffic is triggered e.g., a motion signal can be sent when motion is detected. The direction is determined based on whether a UE will send the data, receive it or both (sendrecv). 
	Data Type
	Reliability
	Traffic
	Direction (UE)

	Pose
	Not strict
	Continuous or bursty if action activated
	send

	Gesture
	Strict
	Bursty, action-activated
	send, recv, sendrecv

	Motion data
	Not strict
	Continuous or bursty if action activated
	send, recv, sendrecv


3 Proposal

The proposal is to move the set of requirements to the Permanent document of 5GRTP as a basis for further work. [image: image1.png]
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