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1. Introduction
The IVAS design constraints in IVAS-4 [1] have been consolidated over the latest SA4 and Audio SWG meetings. There are however still some unclarity when it comes to codec interfaces, and whether those need to be predefined or if such interfaces can be designed freely for an IVAS codec candidate.
In general, there may be requirements on the IVAS codec candidates just having an interface without any detailed constraints on such interface, or there may be a detailed description that is mandatory to implement, or there could be something in between, e.g. where the actual interfaces can be freely designed but there are conversion functions to a common interface. For the standardization process, the most important aspect should be that it is clear what information is available at the encoder and decoder interfaces. In addition, for the processing plans there would need to be a common interface to be supported by the codec candidates. 
In this contribution the discussion on audio format interfaces is continued with proposals on updated IVAS design constraints in IVAS-4.
2. Discussion and proposals
The IVAS codec is required to support a variety of audio formats as specified by the Encoder Input Formats [1]. It might be implicit that the input audio format is signalled to the encoder, but it could also be the case that the IVAS encoder would be expected to operate without any explicit format signalling. It is proposed to make it clear that the input audio format is explicitly signalled at the encoder by the following changes to IVAS-4:
	Encoder Input Formats

	The encoder shall support the following input formats, where the format is explicitly signalled to the encoder:
Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), surround + height (5.1+4 and 7.1+4), TBD
Binaural audio
Scene-based audio (Ambisonics): FOA, HOA2 and HOA3. 
Note: ACN component ordering and SN3D normalization.
Metadata-assisted spatial audio according to definition in Annex A.
[Spatial audio, [N] channels and spatial metadata defined by [TBD].]
Object-based audio, with support for at least [TBD] individual [mono] object streams. Each audio object shall be defined by [TBD metadata parameters].
[In addition, the IVAS codec shall support combinations of the above, totalling to no more than [TBD] audio streams.]




Maybe it is more obvious that the output format will be specified at the decoder/renderer, but it is still proposed to make a similar clarification by the addition to IVAS-4 as follows below. What is currently not as clear is whether information on the input audio format is signalled out-of-band to the decoder or not. It is proposed that this shall not be assumed, and that this is covered by a note in IVAS-4 as suggested below. However, as there is not a common set of output formats required for the input formats, the selection of an output format may still depend on what has been encoded, and this selection can then not be done until some information of what has been encoded has been obtained, e.g. from the IVAS codec bitstream.
	Output Formats
	The IVAS codec shall support the following output formats for the corresponding input format, where the output format is explicitly signalled to the decoder/renderer:
	Encoder Input Format
	Output Format

	Multi-channel 7.1+4
	Multi-channel 7.1+4, Binaural Audio, Stereo, Mono.
Multi-channel on arbitrary loudspeaker configurations of up to 16 speakers.

	Multi-channel 5.1+4
	Multi-channel 5.1+4, Binaural Audio, Stereo, Mono.
Multi-channel on arbitrary loudspeaker configurations of up to 16 speakers.

	Multi-channel 7.1
	Multi-channel 7.1, Binaural Audio, Stereo, Mono.
Multi-channel on arbitrary loudspeaker configurations of up to 16 speakers.

	Multi-channel 5.1
	Multi-channel 5.1, Binaural Audio, Stereo, Mono.
Multi-channel on arbitrary loudspeaker configurations of up to 16 speakers.

	Binaural Audio
	Binaural Audio, [Stereo, Mono] 
[Binaural Audio output assumes listening over headphones while Stereo output assumes listening over two channel Stereo loudspeaker configuration.
Editor’s note: Mono and Stereo output will not be tested in the selection phase]

	Stereo 
	Stereo, Mono 

	Mono 
	Mono 

	Scene-based audio
	Scene-based audio of the same and lower orders than the input format, Binaural audio, Stereo, Mono
Multi-channel on arbitrary loudspeaker configurations of up to 16 speakers.
Editor’s note: at least one multi-channel configuration will be tested in the TBD phase

	Object-based audio
	Object-based audio, Binaural audio, Stereo, Mono
Multi-channel on arbitrary loudspeaker configurations of up to 16 speakers.
Editor’s note: at least one multi-channel configuration will be tested in the TBD phase

	Metadata-assisted spatial audio
	Metadata-assisted spatial audio, Binaural audio, Stereo, Mono
Multi-channel on arbitrary loudspeaker configurations of up to 16 speakers.

	
	


Editor’s note: Specification of output formats for the remaining input formats is needed.
Editor’s note: the term “arbitrary loudspeaker configuration” needs to be defined. One proposed definition is: rendered up to 16 loudspeaker positions on a 3D sphere. Potential further definition of minimum number of loudspeakers in an arbitrary configuration could be considered. More input is invited.
Editor’s Note: The exact codec configurations (bitrates etc.) for which particular output format is required is TBD, e.g., to be specified in IVAS-3 (Performance Requirements).
Note: Information on the Encoder Input Format cannot be assumed signalled out-of-band, i.e., this information is not available at the decoder/renderer unless signalled by the codec (in-band).



Given the changes above, the draft design constraint on Interface for Rendered Output would be redundant and is therefore proposed to be deleted in IVAS-4, as follows:
	[Interface for Rendered Output]
	[Ericsson proposal: The decoder/renderer shall provide an interface for specification of the output audio format to be rendered. All Rendered Output Formats shall be supported.]



Further, there is not a distinction anymore between rendered and non-rendered output formats which means the draft design constraint on Interface for Non-Rendered Output could also be removed. In addition, as the text relates to Interface to external rendering, the requirements on this interface could be captured there. It is therefore proposed to delete the box on Interface for Non-Rendered Output, i.e.
	[Interface for Non-Rendered Output]
	[Ericsson proposal: The decoder shall provide an interface for external rendering supporting all Non-rendered Output Formats.
Editor’s Note: Definition of a common interface is FFS.]



This contribution does not further cover the audio formats for external rendering and the requirements on the corresponding interfaces, which is still open for discussion.
Further regarding encoder interfaces, IVAS-4 specifies the following draft requirements:
	[Encoder Interface]
	[Ericsson proposal: The encoder may provide an interface for optional indication of the expected playback format.
The encoder shall provide an interface for activation/deactivation of pass-through operation for each audio stream individually (e.g. for an object or for an HOA stream).]
Editor’s Note: Definition of a common interface is FFS.



The first part relates to whether encoder side rendering / format conversion should also be provided, similarly as rendering functionality is provided at the decoder. Rather than implicit signalling of a suitable encoding format it could also be an explicit selection of the encoded audio format, where rendering to the selected format is performed as part of the encoding. E.g. that binaural audio is selected as encoding format for a multichannel input. This feature may however require additional technology and functionality which is not needed for the decoder side rendering, and the memory and complexity requirements may increase.
Related to this, and regarding the second part, IVAS-4 specifies now that “The exact codec configurations (bitrates etc.) for which particular output format is required is TBD”. This suggests that the output format selection may be bitrate dependent, and the proposal of specifying whether pass-through operation shall be available or not could still be relevant. Depending on the use case, it could be of higher relevance to maintain the audio format or to sacrifice pass-through for a better audio quality at lower bitrates. Having such functionality would increase the number of available modes and the need for this might be further studied in relation to the required codec configurations for which a certain input-output format combination shall be supported.
A related question is what happens at lower than supported bitrates. Are such lower bitrates just not supported, or shall the codec handle this situation in some way, e.g. by pre-rendering to a supported format?
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