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1. Introduction
Immersive audio services between different kinds of end-user devices are becoming more and more promising following the evolution of the bandwidth growth because of 4G/5G technology, as well as the coming 6G technology. The end-user devices could provide different levels of audio service depend on their corresponding configurations; however, it is still necessary to meet a minimum performance requirement for an end-user device to be admitted to provide immersive audio service.
The source describes necessary modules for making a satisfied end-to-end audio solution, and also notice the microphone description proposal for iRTC client. The overall objective is to investigate how to make preparations for the deployment of the immersive audio services.

2. [bookmark: OLE_LINK7]An end-to-end immersive audio solution
In order to build a bilateral end-to-end immersive audio solution for two end-user devices, both of the devices should have the abilities of immersive audio capturing and playback. The individual raw signals got from certain microphone devices are pre-processed and then enhanced, necessary format transformation is done for the input of the encoding processing which to compress the signal for efficient transmission, finally package the compressed signals and send them to the receiving side, the signal flow illustrated in Figure 1
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Figure 1

On the receiving side, the received data are unpacked and decoded using the corresponding decoder, the decoded output is rendered for a selected playback device, see Figure 2.
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Figure 2

[bookmark: OLE_LINK3][bookmark: OLE_LINK8]A series of acceptance testing shall be done for the end-user devices required by the operator, a simplified acceptance testing signal flow for the test is shown in Figure 3.  the upper part describes the end-user device’s downlink testing diagram, the analyzer generates results by comparing the output signal of the end-user device and the corresponding reference signal. The second part describes the end-user device’s uplink testing diagram, the analyzer generates result by comparing the signal got form the eNB and the corresponding reference signal.
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Figure 3

[bookmark: OLE_LINK4]It is relatively easy to do the acceptance testing for an end-user device providing mono audio service, the original mono signal can be directly used as reference signal, however, for immersive audio service, the original signals should be processed in order to get a reference signal. One proposal is as shown in Figure 4. The reference capturing configuration simulation is used to simulate the capturing configuration of the end-user device, its outputs are fed into reference format transformation module if needed to get the expected format signal, the analyzer compares the output of the reference renderer and the output signals from emulator to output result.
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Figure 4

3. Conclusion
Immersive audio capturing is a very first step for an end-to-end immersive audio service, in [2], immersive audio capturing related topics have been agreed to include in iRTCW permanent document for further study, meanwhile, in order to meet the requirement from the operator for end-user to provide immersive audio service, the reference capturing configuration can be a proposed input for doing the acceptance testing. All in all, it’s very urgent to study the immersive audio capturing topics for end-user devices in the audio SWG.
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