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Executive Summary 


The Audio SWG (22 participants, see Annex B) met on 27 June 2022, 14:00 -- 16:00 CEST. 
 
The meeting outcome is summarized below: 

· IVAS 
· S4aA220005 presents reference designs for IVAS codec tests with completing the pending test from their earlier contribution; content is agreed and IVAS-8a editor (M. Jelinek) is requested to provide an updated IVAS-8a as input contribution to the August meeting.
· S4aA220006 proposes three new example usage scenarios for inclusion into IVAS-9 (remote meeting in an immersive fashion; remote class participation; virtual live performance). The author is invited to rework the contribution on the basis of the comments received, for the next meeting.
· S4aA220007 reports on a P.800 DCR test experiment run at the immersive listening laboratory at the University of Sherbrooke with the goal to contribute to the collective experience with immersive listening testing using naïve listeners. The content of the contribution and inclusion in IVAS-8a appendix was agreed, however, at which level of details, was left for a future proposal by the source; the goal is having all test results at the same level, which may imply the document growing to very large, so possibly a split will be needed.

· AOB 
· The chairman reminded that currently one person is named as rapporteur (i.e. editor) for all IVAS specs. When working towards a deadline, this may be too much work for one person.
· By this reason, in EVS times, the workload was distributed among several contributing companies and may be useful following the same model in IVAS as well. This view was supported by several delegates. 
· Next step will be for the group to work out a balanced proposal.
 

1.  Opening of the Session 

The Audio SWG Co-Chairman, Mr. Imre Varga (Qualcomm), opened the call on 27 June 2022, 14:00 CEST. Minutes were taken by the Chairman. The scope of the present call is IVAS.
 
 
2.   Approval of Agenda and Registration of Documents 
 
The Chairman presented a draft agenda which was agreed (see the agenda in Annex A of the present report).  
 
 
3.   IVAS 
 

S4aA220005

Presenter: Mr. Stefan Bruhn

Discussion: 
· T. Toftgard: 4 x 64 kb/s based on this Table 1? Confidence intervals overlap
· S. Bruhn: we see this sometimes at 64 kb/s, also in other evaluations of EVS; T-test shows statistical equivalence but worse than the next rate 4x96 kb/s
· Conclusion: content is agreed and IVAS-8a editor (M. Jelinek) is requested to provide an updated IVAS-8a as input contribution to the August meeting


Decision: S4aA220005 is agreed





S4aA220006

Presenter: Mr. Hanyu Liu

Discussion: 
· 1st scenario
· M. Jelinek: one mic in the room but the guy keeps the phone in front of him, do we have several mics? Ambisonics mics? Cross-talk?
· H. Liu: we can capture relative positions of the speakers; smart phone held close to the mouth for example can capture audio in a very short range, other processing algorithms are needed in this case
· M. Multrus: what is the role of the device in the middle of the table?
· H. Liu: relative positions, reverb, sort of coordinating device
· S. Döhla: centered around the orientation metadata of the sources, where is this data used
· H. Liu: during rendering session, everyone will have his own orientation data, during rendering phase it is used to create the room
· S. Döhla: how do we know how the room looks like?
· H. Liu: smartphone on the desk captures the room related parameters, uses data to recreate the sound image
· S. Bruhn: on preconditions, all three users use very different equipment, is this considered as a typical case?
· H. Liu: what we show is it would work with such big differences but no such requirement
· M. Jelinek: tries to figure out the merit of this use case – everyone is treated as an audio object, noise is filtered out, so orientation does not matter; MASA format extracts metadata; why is it needed having the orientational metadata 
· H. Liu: for example, in cocktail-party situation, we want to emphasize the other conversations, recreating the soundscape builds on orientational metadata
· M. Jelinek: so secondary mics are basically an enhancement to one single mic by having ambience recorded 
· S. Bruhn: it appears a practical limitation that the talker has to know talking towards certain mics
· 2nd scenario
· L. Laaksonen: what are the differences to the use case in 26.918?
· H. Liu: emphasizing orientation 
· M. Jelinek: how to manage students i.e. who will talk, push a button, raise hand – how would that work
· H. Liu: we can add more information / detailed definition on this, for example if someone wants to talk to the whole class; head orientation of the student shows to whom he wants to talk
· M. Jelinek: unsure about the usefulness of such a solution
· 3rd scenario
· M. Jelinek: will the voice similarly be present as on a real stage?
· H. Liu: playback scenario 1 – performer orientation is important if audience wants to listen to a live event; playback scenario 2 – festival type of event when this type of information is less relevant
· M. Jelinek: spatial perception would change when the singer moves on the stage
· H. Liu: goal is to recreate the scene as accurately as possible, yes it may happen that voice gets muffled
· S. Bruhn: user story is mixed with certain technology assumptions like object audio – is that necessary? We should rather be open in this stage which technology is most useful to realize a certain scenario; focus on the usage scenario
· H. Liu: our focus is on the user side (rather than the performers) 
· M. Multrus: QoS bit rate 24 kb/s where is it coming from? Role of smartphone?
· H. Liu: 24.4 assumed as most suitable bit rate on the low end but no experiment that verifies it; end user receives audio and transmits it to other audiences
· Conclusion: the author is invited to rework the contribution on the basis of the comments received, for the next meeting.



Decision: S4aA220006 is noted




S4aA220007

Presenter: Mr. Milan Jelinek

Discussion: 
· S. Döhla: conclusion says more initiation of naïve listeners to spatial aspects is beneficial – would rather say this is required/needed
· M. Jelinek: agreed
· T. Toftgard: any instruction used not to turn the head when a voice heard from a specific direction?
· M. Jelinek: if we put a chair, they would still turn their head although reducing the distraction
· M. Multrus: samples were played once only?
· M. Jelinek: yes
· Conclusion: how to include these results into IVAS-8a, to avoid growing it very large – basic principle is to have every test result at the same level (existing and new); potentially we will split into two documents (implies having a zip-file of IVAS-8a always); the author will come up with a proposal for the next meeting how to achieve this


Decision: S4aA220007 is agreed



4. Any Other Business 

The chairman reminded that currently one person is named as rapporteur (=editor) for all IVAS specs. When working towards a deadline, this may be too much work for one person.

By this reason, in EVS times, the workload was distributed among several contributing companies and may be useful following this model in IVAS as well. This view was supported by several delegates. 

Next step will be for the group to work out a balanced proposal.



5. Close of the Session
 
The Chairman thanked the participants for their contributions.  
The meeting was closed on 27 June 2022, 16:00 CEST. 


  
Annex A (Audio SWG Call Agenda) 


1. Opening of the conference call
2. Approval of the agenda and allocation of documents
3. Progress work on IVAS
a. S4aA220005
b. S4aA220006
c. S4aA220007

4. AoB
5. Close of the conference call
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