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1. Introduction

The objective of the WI “Transparent End-to-End Packet switched mobile streaming application” is to standardise the components of a mobile streaming service. This includes streaming protocols, media transport protocols and multimedia codecs. Harmonisation with existing and emerging 3GPP multimedia applications will be considered whenever possible.

Because 3G streaming applications should work with existing streaming services on the Internet today and because of the growing influence of IP-based solutions in emerging 3G systems (various “All-IP” WI) the standardisation of a solution which is based on standardised Internet protocols is clearly preferable to work efficiently on these existing and future systems. 

This contribution to above mentioned WI provides a set of components required for the provision of a mobile streaming service and proposes protocols and codecs for these components. The proposal is future-proof and has a high degree of market acceptance by being based on open, flexible, commonly used and widely accepted (Internet) standards. At the same time the proposal is  efficient and optimised for 3G systems.

2. Mobile Streaming Service Components and Proposal for Protocols and Codecs

2.1.  Codecs for Audio and Video content

MPEG-4 Simple Visual Profile should be considered as video codec because of its error resiliency for mobile environments. 3G-324M MPEG-4 specified in 3G TS 26.111 describes the usage of MPEG-4 Simple Visual Profile for 3G-324M terminals [1]. The 3G-324M MPEG-4 should also be used for streaming services. Other profiles that enable enhanced functionalities are left for further studies.

2.2. Presentation Description Protocols

For the presentation of multimedia content a standard describing the spatial layout and temporal synchronisation of the multimedia objects is required. The Synchronised Multimedia Integration Language (SMIL, [2]) allows integrating a set of independent multimedia objects into a synchronized multimedia presentation. The latest version of SMIL has the following characteristics: 

· describe the temporal behaviour of the presentation, including precise timing control

· describe the layout (multi-window and hierarchical) of the presentation on a screen 

· associate hyperlinks with media objects 

· exciting effects such as animation and transition

· flexible and customized content control

SMIL is an XML-based language, which is being developed in W3C. SMIL is transmitted over HTTP in a similar manner as the transmission of HTML.

2.3. Transport Protocols

(Note: From our current understanding of this work item SA4 has the main overall responsibility and, if required, may decide to contact other groups (e.g. SA2) to ask for support of required transport protocols. Hence SA4 may regard the following section as just informational.)

A transport protocol for an multimedia end-to-end delivery system should provide the following services: payload type identification, sequence numbering, timestamping (synchronisation of different media streams) and additionally may provide means of delivery monitoring. It should be as much as possible media independent and by this open to support future payload types. For a wireless streaming application the transport protocol should provide these services with low delay (or even better in real-time) and with minimum overhead.

The Real-Time Transport Protocol (RTP, [3]) provides efficient means for above mentioned services. It is usually run over the User Datagram Protocol (UDP, [4]) , which in a simple way serves as Mux/Demux for sending and receiving datagrams, using ports to direct datagrams to applications.

For a complete implementation of RTP a second specification, a RTP Profile specification, is required. At the moment a lot of work is progressing at the IETF on new RTP profile specifications, which will enable an RTP implementation to send various kinds feedback messages from the receiving end to the sender.  In particular in the case of the varying channel conditions in mobile networks  the use of these feedback message will improve the received QoS for MMS significantly. Because this functionality is not available in the current profile specifications of the IETF we propose to postpone the issue of RTP profile recommendation for now and wait for (and contribute to ?) this work in progress .

For both protocols, RTP and UDP, a highly effective compression algorithm will be provided by the 3GPP PDCP layer for release 2000. Hence 3GPP provides a very good support and bandwidth efficient transmission of these transport protocols. 

2.4. Media Packetisation

Because of the preferred independence of media from the transport protocol a media packetisation scheme is required to define the mapping of media data into the payload fields of the transport protocol. These packetisation schemes, in the following named payload format specifications, should be specified for each media type (MPEG-4, H.263, etc.) and define the fragmentation/concatenation of media data, setting of transport protocol specific header fields and may add some media specific headers to the payload.

For RTP a variety of payload format specifications already exist today (e.g. MPEG4 and H-263) and others are current work in progress at the IETF (e.g. AMR). In the case of  MPEG-4 we propose the “RTP payload format for MPEG-4 Audio/Visual streams” [5].

2.5. Streaming Protocols
Besides the transportation of the media means of establishing and controlling the streaming are required for an end-to-end streaming application. Streaming protocols provide these services. They establish and control a single or several time-synchronized streams of continues media such as audio and video and act as a “network remote control” for the multimedia servers. 

Although the streaming protocols are separate and independent from the transport protocols, good means of interaction both types of protocols are beneficial for optimum service quality.

The Real-Time Streaming Protocol (RTSP, [6]) establishes and controls streams which use RTP, but the operation of RTSP does not depend on the used transport protocol. 

For the description of streams in RTSP the Session Description Protocol (SDP, [7]) may be used. In fact all of the aforementioned payload formats provide specifications for MIME type registrations and their use in SDP.

2.6. Protocols for Session and Capability Negotiation 

For the purpose of session negotiation and capability exchange two protocols are proposed, the Session Description Protocol (SDP) and the Composite Capability/Preference Profiles (CC/PP). Because on the one hand SDP does not include capability exchange and the other hand CC/PP provides only a framework and needs other specifications to define the types of actual attributes for exchange and negotiation two protocols are required here.

Based on a mapping of the SDP vocabulary on CC/PP a future convergence can be probably assumed, but this remains for further study.

2.6.1. Session Description Protocol

As already mentioned in the previous chapter RTSP requires a presentation description defining the streams to be controlled. The Session Description Protocol  (SDP, [ 7]) is proposed for this purpose. It includes session information to initialise the session and thus assists session negotiation, but it is not intended to perform the session negotiation by itself. Since SDP is a description and lower-layer independent, SDP can be conveyed with different protocols such as RTSP, HTTP.

2.6.2. Composite Capability/Preference Profiles

The Composite Capability/Preference Profiles (CC/PP, [8]) is a user-side framework for content negotiation and was issued as a W3C Note on 30th November, 1998, and the CC/PP Requirements and Architecture was issued as a W3C Working Draft on 28 February 2000. A Composite Capability/Preference Profile is a collection of information which describes the capabilities, hardware, system software and applications used by someone accessing the Web, as well as the particular preferences of the users themselves. Information might include the preferred language, sound on/off, images on/off, class of device (phone, PC, printer, etc.), screen size, available bandwidth, version of HTML supported, and so on. WAP and MExE use CC/PP for the User Agent Profile (UAProf, [9]) system to define the types of actual terminal attributes (screen size, input device, etc.) and handle capability and preference information (CPI).

3. Layered Architecture (Stack) of Proposed Protocols
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