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1 Introduction

TR 26.998: “5G Glass-type AR/MR devices (5GSTAR)” [1] defined an edge-dependent AR device category named “EDGAR (EDGe-Dependent AR)” which addresses the constraints of the device by using split processing such as split rendering to offload processing workloads to powerful network servers.

2 Split rendering
For the split rendering, [1] introduced the examples of data to be exchanged between EDGAR type device and server. The device may send its viewport information based on sensor and pose information. The server may perform pre-rendering of the appropriate viewport then the device may render the media and may perform post-processing such as warping to apply pose correction based on the latest sensor information. The EDGAR device architecture has AR Runtime to generate viewport information and pose correction, Lightweight Scene Manager to render and compose the received pre-rendered media, and Media Access Function for basic codec support and delivery as described in clause 4.2.2.3 and 6.2.4.2 of [1].
3 Scene description

A scene description may correspond to an AR/MR content as described in clause 4.4.2 of [1]. The pre-rendering of the viewport is a projection of the AR content components (such as primitives) onto a projection plane. The projection plane can be decided by a camera node in a scene that is added and configured by the information from the device’s viewport information such as position, direction, field of view, aspect ratio, z-near, z-far, etc.
Because the server renderer generates the pre-rendered media by using scene description technology and the device processes the pre-rendered media in the lightweight scene manager, it could be efficient to provide the metadata describing the pre-rendered media by using a scene description technology.
For example, [2][3] has a camera node that has information on translation, rotation, and scale (TRS) and frustum details. Device may describe its pose and frustum information in terms of the camera node. Server may describe the estimated pose, frustum, and projection plane for the pre-rendered media. Because all the required information for the rendering is already defined in [2][3], MeCAR work can avoid re-invention.
4 Suggested changes

[Change #1]
X

AR Media formats

X.1
Split rendered media

A split rendered media is the pre-rendered scene by the split rendering process in the cloud/edge server. A scene description technology is occupied to provide the metadata describing the split render media.
· Scene description
· Camera node in a scene node for viewport information

· Resource reference node (e.g., MPEG_media in [3]) to reference video and audio resources

· Video

· Split rendered video

· Audio

· Split rendered audio

[End of change #1]
5 Proposal
We propose to consider use of a scene description technology to describe the metadata information on the pre-rendered media and to update PD as suggested in clause 4.
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