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1 [bookmark: _Toc504713888]Introduction
This document describes the call flows for two split rendering architectures for SmarTAR [1].
2 [bookmark: _Hlk102645594]Scenario
The basic problem to solve is shown in Figure 1 below. An Application Server, for example on the edge, uses the 5G System to distribute content (e.g., content generated in response to the video/audio/pose input from the user) to a 5G phone. The 5G phone is connected with a pair of tethered glasses. The question is now how to set up connectivity and media call flows to provide a best user experience under latency and processing constraints on different links. 

 
Figure 1 The system architecture.

Architectural decisions can be made based on different applications, capabilities of the glasses and UE, link qualities and so on. 
3 Architectures and Call Flows
Processing functions to be split include:
· Scene rendering
· Spatial computing

There are many potential architectures to support various way of splitting the processing functions [2]. Here we propose the call flows for the two agreed architectures in TR26.998 [3]. The first architecture, shown in Figure 2, is the Type 3a: 5G Split Rendering WireLess Tethered AR UE, where 
· Spatial computing, scene rendering are split between the glasses and the phone
· Pose correction is on the glasses

A corresponding call flow is shown in Figure 3. The Media Session Handling (MSH) handles the edge discovery. The link between the AR glasses and the UE is shown as a Wi-Fi link. Alternatively, it could be a 3GPP sidelink (i.e., the PC5 interface). The 5G system is involved at the beginning of the call flow, i.e., steps 2 through 4. The edge discovery process shown is driven by the application. Alternatively, it could be driven by the network, in which case step 2 is left out. After step 4, all the processing and communication is between the AR glasses and the UE. Split rendering can leverage the outcome of SR_MSE SID [4]. Step 6, Functional Split, includes for example that the phone requests to use the display on the AR glasses.


Figure 2 Type 3a: 5G Split Rendering WireLess Tethered AR UE



Figure 3 Call flow for the Type 3a architecture


The second architecture in TR26.998 [3], shown in Figure 4, is Type 3b: 5G Relay WireLess Tethered AR UE, where
· Spatial computing, scene rendering are split between the glasses and the Edge AS
· Pose correction is on the the glasses

A call flow corresponding to Type 3b is shown in Figure 5. In this architecture, the UE is not involved in the processing of the media, and it acts as a relay. To ensure desired end-to-end QoS, the UE monitors and estimates the QoS of the link (e.g., a Wi-Fi link) with the AR glasses, determines the QoS requirements on the 5G system, and makes a QoS request to the PDU session setup process. The media capability reporting, step 4, can leverage the outcome from the SA4 MeCAR WID [5].   



Figure 4 Type 3b: 5G Relay WireLess Tethered AR UE


Figure 5 Call flow for Type 3b architecture

4 Proposal
It is proposed to:
· Collect feedback on the call flows and QoS aspects for the Type 3a and Type 3b architectures in TR26.998[3],
· Document the call flows, media handling and QoS aspects in TR26.806[6].
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