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Executive Summary

The Audio SWG meeting (32 delegates) met in 3 time slots (3-hour long) and handled 19 documents.  The meeting outcome is summarized below: 
· IVAS
· S4-220587 contains the final ToR to be signed when joining the public collaboration. Also, the start of the Public Collaboration with effective date of 30 May was announced in S4-220669.
· Updated agreed IVAS Pdocs: based on input contribution S4-220698, IVAS-4 was updated (S4-220822); IVAS-7a was also updated based on S4-220733 (S4-220823). The new version of IVAS-8a (S4-220825) contains added parts based on contribution S4-220667 and a first table on selection test experiments based on contribution S4-220666.
· Related to test plan development, two contributions (S4-220668, S4-220718) presented detailed test results and elaborated potentially suitable test methods for IVAS selection. Further evaluations and discussions are planned to answer open questions like applicability of DCR or MUSHRA methodologies.
· Contribution S4-220712 addresses considerations related to development of performance requirements; the approaches presented in this document and the one based on multi-mono EVS coding of ambisonic input were adopted as basis for further work.
· Contribution S4-220697 describes an object-based audio solution for AR/VR conferencing usage scenario, which ensures immersive audio service for listeners. An audio demo is also included.
· ATIAS
· There was a general discussion on updating the ATIAS WID to reflect the new Rel-18 WIs and potentially restructuring outputs based on S4-220725; it was felt premature to do any update, this Tdoc has been noted. 
· An updated test methods for ambisonics (FOA) in S4-220729 has been discussed and noted. Further work is expected, existing test methods in TS 26.260 may be further clarified, and the proposal might be a complement to characterize cross-talk between ambisonic components.
· New Work Items
· The study item proposal in S4-220696 on immersive audio capturing has been extensively discussed and was noted. This proposal is partly covered by existing work (IVAS, ATIAS), some capturing aspects may be considered as proprietary technology outside the scope of standardization. It was emphasized that guidance on formats to be supported may be missing and useful to promote immersive audio services. More work is needed for a final conclusion on these aspects.
· The study item proposal in S4-220726 on audio aspects for 5GSTAR has been agreed with 3 additional cosigners - see output in S4-220824.
· AOB
· An interim Audio SWG call was scheduled to progress the work on IVAS:
· 27 June 2022 14:00-16:00 CEST, submission deadline is 23 June 2022, 14:00 CEST, bridge by Dolby
 


1.  Opening of the Session 
The Audio SWG Co-Chairs, Mr. Imre Varga (Qualcomm) and Mr. Stephane Ragot (Orange), opened the Audio SWG meeting on 12 May 2022, 14:00 CEST. 

Imre: any volunteer to take minutes (on-line minuting) for this meeting?
Answer: no
No one volunteered so the Co-Chairs will take minutes. 
Imre: the report is on-line so members are invited to check and make corrections/additions at any time during the meeting. Participants are invited to enter their name and affiliation into the on-line list of participants in Annex B – eventually the list was replaced by a more complete list provided by the SA4 Secretary. 
 
The minutes are shared here: 
https://etsihq-my.sharepoint.com/:w:/g/personal/jayeeta_saha_etsi_org/EUuzCzli8K9GgtG2m76KNOkBeT5trT1T0jNrjQnqskV7ww?e=4%3AbljM5a&at=9&CID=E75D4F55-FD68-46C4-8733-F692FA13712C&wdLOR=cE982777F-E75B-42E2-83B6-E163B7C6C52A

  
2.   Approval of Agenda and Registration of Documents 
 
Imre displays a draft revision of agenda in S4-220646R1, including Tdoc allocations. The agenda in S4-220646R1 was agreed (see the final agenda in Annex A of the present report). 
 

  
3.   CRs to Features in Release 16 and earlier 
 
None.  
  
 4. Liaisons with other groups/meetings
 
None.  

5. IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)
 
S4-220587
 
Presenter: Mr. Stefan Bruhn
 
Discussion: 
· W. Bin: please prepare a direct document that should be signed
· S. Bruhn: will do and put into drafts
· T. Toftgard: is Exhibit A an attachment?
· S. Bruhn: yes
· W. Bin: 3.17 -- when to sign, after May 16 or May 30
· S. Bruhn: after announcement (669)
· W. Bin: signing ToR is linked to FA
· S. Bruhn: in case your company wants to become contributor
  
Decision: S4-220587 is noted
 
  
S4-220669
 
Presenter: Mr. Marek Szczerba
 
Discussion: 
· W. Bin: initial funding parties; what is the date of email and of start of PC
· M. Szczerba: Philips signs the joinder on May 16 and sends out the email
  
Decision: S4-220669 is noted


S4-220698
 
Presenter: Mr. Markus Multrus
 
Discussion: 
· T. Toftgard: Scene based audio includes FOA and 3rd order ambisonics
· M. Multrus: changed to scene-based audio (ambisonics)	FOA, HOA2, HOA3
· Update will be available in drafts folder and the editor of IVAS-4 will produce the new version on this basis
  
Decision: S4-220698 is agreed


S4-220822
 
Presenter: Mr. Huan-yu Su
 
Discussion: 
· --
  
Decision: S4-220822 is agreed


S4-220733
 
Presenter: Mr. Tomas Toftgard
 
Discussion: 
· M. Jelinek: do we reduce sampling frequencies here according to IVAS-4
· T. Toftgard: let’s do it later
· Editor of IVAS-7a (T. Toftgard) will produce the next version in drafts
  
Decision: S4-220733 is agreed


S4-220823
 
Presenter: Mr. Tomas Toftgard
 
Discussion: 
· --
  
Decision: S4-220823 is agreed


S4-220712
 
Presenter: Mr. Lasse Laaksonen
 
Discussion: 
· S. Bruhn: rendering of ambisonics input signal coded by various EVS multi-mono modes could be used for performance requirements?
· L. Laaksonen: valuable input as a further possibility, not considered up to now because of risk that ambisonics based renderer is not suitable as the basis; MASA C sw operates using ambisonics signals, practical recordings of test labs would cover relevant cases; proposal is to adopt the 3 methods as the basis of future work
· I. Varga: how do we implement this agreement currently
· L. Laaksonen: no pdocs impacted, just to keep in mind and report
· S. Bruhn: these 3 methods and to base it on ambisonics input rendering with EVS multi-mono; certain risk if we test MASA against MASA, rather test MASA against something known
· L. Laaksonen: agree on language to consider these 3 methods and ambisonics
· Conclusion: we adopt the approaches presented in this document as basis for further work; set of 3 methods and the one based on multi-mono EVS coding of ambisonics input in addition
  
Decision: S4-220712 is agreed


S4-220697
 
Presenter: Mr. Wang Bin
 
Discussion: 
· M. Multrus: is your proposal object-based audio, with metadata added
· W. Bin: yes, out of the three categories (channel, object, scene)
· S. Bruhn: important component is orientation of sound sources; Dolby made a proposal in the past on object orientation; how do you bring together the technical proposal with the use cases that you present (scenario 1, conference use case) -- what is the value of directivity of audio sources for such a use case
· W. Bin: we simulate many kinds of metadata including orientation, investigated several scenarios and parameters, conclusion is like in demo
· S. Bruhn: short listening shows interesting but how does it help if user A turns around head; does not believe that the use case presented (virtual meeting) makes a big benefit of directivity
· W. Bin: sees the point and agrees that for virtual conferencing the benefit may not be huge, watch the demo where audio source is in the centre of the room and user walks around it; the point is how to define the degree of immersiveness
· S. Döhla: Fig 3 and 4 are hard to read, what does the text in purple box say, what do you measure there; how does rotation work with capturing
· W. Bin: position sensor and attitude sensor; no rule for smartphone position, the point is have it as stable as possible
· M. Szczerba: input for IVAS-9? Would trigger relevant discussions on use cases; role of directivity; why you don’t consider precomputed acoustic parameters
· W. Bin: will think about, yes it could be part of it; many parameters were evaluated, only one parameter among many on directivity, may bring benefit for final output; computed parameters describe actual room
· L. Laaksonen: parameters in first table are more relevant for IVAS or for the experimentation of the renderer
· W. Bin: now it is used for renderer
· L. Laaksonen: no encoder but collect various parameters and apply in renderer
· W. Bin: yes, did not think much about encoding method
· M. Jelinek: basically object format, the basic question is consideration for new metadata
· W. Bin: yes, this is right, audio data comes from mic, metadata from another sensor
· T. Toftgard: Concerning "Another referencing audio data for comparison is also supplied and recorded using a selected device." What was this used for in your experiment?
· H. Liu: Sony PCM-D100 binaural recording device was used
· T. Toftgard: you use this in some subjective comparison, or just for informal comparison?
· H. Liu: used for renderer only
· I. Varga: next steps?
· W. Bin: possibly include it in IVAS-9; update it / make it more mature
  
Decision: S4-220697 is noted


S4-220718
 
Presenter: Mr. Stefan Döhla
 
Discussion: 
· S. Bruhn: results with naive subjects are really not in line with expectations; naïve listener may not understand that spatial limitation/loss down to mono would count as a degradation; ITU-T SG12 work addresses related aspects, clear focus of subjects on spatial aspect
· T. Toftgard: Ericsson had experience with P.811; source localization is important, what instructions did you have 
· M. Jelinek: grading just “degradation” in instructions is not enough and have to be extended by spatial aspect guidance; surprising that at 48kb/s per channel coding, the performance in noise for HOA3 input was graded higher than for FOA input by naïve listeners on average, but lower by experienced listeners.
· S. Döhla: perhaps for naive subjects all sounded perfect while experienced listeners are more sensitive
· A. Rämö: experience was collected on spatial audio; modified wording for listeners instructions (full scale / whole scale); significant difference between HOA and mono
· S. Döhla: example playback of spatial audio and thus basic training could help
· A. Rämö: good idea to use example playback, binaural panning to centre and mono and not far away, FB mono is not “bad” but we have to be clear for the listeners that it compares to HOA for example
· T. Toftgard: spatial resolution – would be good to specify the meaning better 
· S. Döhla: experienced listeners could differentiate more; spatial degradation has to be better understood still
· T. Toftgard: point is we have to make sure it works for spatial audio 
· S. Ragot: first bullet point would also apply to stereo?
· S. Döhla: boundary between naïve and experienced listeners has to be found
  
Decision: S4-220718 is noted


S4-220668
 
Presenter: Mr. Milan Jelinek
 
Discussion: 
· T. Toftgard: background music?
· M. Jelinek: Mono music put at various positions by ambisonic encoding; mono sources at single position, but not necessarily corresponding to single speaker
· S. Ragot: recalibration before each test?
· M. Jelinek: Genelec SAM system is used, speakers have correct distances; however Genelec can recalibrate the room to compensate for anything wrong (e.g., different delays from speakers)
· S. Bruhn: not to use any spatial degradation anchors – discussion is needed on anchors, and also on the suitable test methods; P.800 test with naïve subject
· M. Jelinek: agree that it would be good to have SDRU/ESDRU defined for loudspeakers
· S. Bruhn: how about economics of DCR testing
· M. Jelinek: not a conclusive view; it depends on the labs; test may cost more due to longer lab time due to only one listener listening at a time; naïve listeners may need more training implying higher cost; VoiceAge also envisages to use loudspeaker listening test with several listeners at a time. Question how to control the subjects better (e.g. prevent consulting the neighbour etc); BS.1116 considers up to 5 listeners for 5-speaker system
  
Decision: S4-220668 is noted


S4-220666
 
Presenter: Mr. Milan Jelinek
 
Discussion: 
· J. Reimes: about cost estimates -- # of samples, conditions, votes are needed to know
· M. Jelinek: P.800 guidelines indicates as many as 36 conditions with 6 categories (very long); number of subjects also for discussion (VA used 24 listeners with screening, so altogether ca 30 listeners, getting quite consistent results) in the presented Loudspeaker listening test, but for Selection probably 32 listeners should be used.
· S. Bruhn: we may need to wait a bit before deciding between binaural or loudspeaker listening, for example if the room is much more costly and the resolution in headphone listening is good, we may have loudspeaker listening in characterization
· M. Jelinek: yes, this is all to consider, if a part of statements is felt too strong, we can change
· S. Bruhn: on mixing FOA and HOA, more study will be needed and for the time being it is felt too early to decide to merge
· M. Jelinek: yes, more study will be useful
· H. Ehara: proposal is to include the table in brackets into IVAS-8a for further discussion? Also, the purpose is to get cost estimate 
· M. Jelinek: yes, the cost estimate assumes external labs; goal is also to see the cost for each methodology and then reconfigure the table if needed; content is open for discussion
· S. Ragot: good having the table as a template with non-agreed status although premature to agree on anything now; on cost estimate, we may check cost in EVS times
· Conclusion: the proposed table will be included into IVAS-8a with some modifications inside brackets and editor’s note added
  
Decision: S4-220666 is agreed with some modifications and will be integrated into the next version of IVAS-8a


S4-220667
 
Presenter: Mr. Milan Jelinek
 
Discussion: 
· On-line editing of proposed updates section-by-section.
  
Decision: S4-220667 was revised into S4-220825 which includes changes made on-line and also content from S4-220666


S4-220825
 
Presenter: Mr. Milan Jelinek
 
Discussion: 
· --
  
Decision: S4-220825 is agreed

 
6. ATIAS (Terminal Audio quality performance and Test methods for Immersive Audio Services)
 
S4-220725 
  
Presenter: Mr. Stéphane Ragot 
  
Discussion:  
· Stefan B: Very valuable to consider updates to ATIAS in the light of new Rel-18 Wis. Even last time discussing WI proposal on immersive capture from Xiaomi, we identified overlap with ATIAS. Since we are still discussing the Xiaomi input, certain aspects may be taken from this proposal, for instance there is the intent to define a reference architecture for capture, this could be addressed in ATIAS.  Another comment on TS 26.260 is that it is illogical to have a different structure compared to 26.131 and 26.132, we would also be happy to make the structure more aligned, for the readers to understand what is specified there, to have a clear concept of the specification
· Stéphane: this Tdoc is for discussion, open for comments
· Andre: it is premature to change the scope, we are still looking at what services will be, the idea of TS 26.260 was to align as much as possible with 26.131/26.132, there are good results in there, before creating a new specification we should try to adjust as much as possible
· Stéphane: it may be a good idea to try to develop a CR to 26.260 and then see if a new specification may be more appropriate
· Andre: the scope of 26.260 is still objective test methods for immersive audio services, nothing is clearly specified on the type of service, need to discuss further
· Stéphane: fair point
· Wang Bin: good to update the ATIAS WID to explain further details, better to discuss aspects that belong to ATIAS. If aspects considered in the Xiaomi proposal are covered by the ATIAS WI, we are OK to put them here. It is good to consider all aspects of audio services, it does not matter if aspects are studied or worked in this WI or another WI. I support this contribution for the discussion on the scope.
· Andre: Traditionally we had test methods and requirements, I suppose that this is what is in the scope of ATIAS today, the Xiaomi proposal is more related to guidelines, things for capture, how to place microphones, I am not saying that it should not be done, 
· Stéphane: we will need to discuss the Xiaomi proposal in S4-220696
· Stefan B; on reference capture designs, from my experience it will be difficult to have this in a normative way, we could describe examples of reference design, but like in 26.131/26.132 we should live freedom to implementors to make sure requirements are met, guidelines may be helpful to avoid certain problems, we should be very certain if we want to make certain designs normative, then we would prevent technical progress. We should not do that considering that compared to mono capture, immersive capture is more challenging.
· Stéphane: this discussion is now more on the Xiaomi proposal, if there are no more comments, suggest to note this Tdoc, the discussion was good but there is no consensus at this stage to potentially update the ATIAS WID and consider a new specification in addition to TS 26.260  
    
Decision: S4-220725 is noted 
 
   
S4-220729 
  
Presenter: Mr. Stefan Bruhn
  
This Tdoc is a differential contribution, with rev marks on the previous proposal.
 
Discussion:  
· Andre: I agree with many points, could you clarify what is meant by ‘generic’ in TS 26.260? The methods are suitable for any HOA order, and not FOA specific. As long as there are enough loudspeakers, this can cover any loudspeaker.
· Stefan B: ‘generic’ would be regarding directional response description, it does not tell much beyond using an exponential chirp, based on my experience this is prone to measurement noise, the text is no very specific, there is too little guidance
· Andre: I agree that the description is incomplete, we did not have performance requirements defining what we are going to measure, for example loudness, send frequency response, this is left as measurement impulse responses. We are using such a setup, one needs to specify how to avoid issues with the sweep method in directional response measurement, this is not rocket science
· Stefan B: this is currently one weakness of TS 26.260, one motivation of ATIAS is to define test methods with corresponding requirements, this is a good approach to set measurement methods and requirements at the same time or in an iterative way, to have both in sync. This is not criticism to TS 26.260, but there are no requirements.
· Andre: Part of the problem is that it is more difficult to agree on requirements, imposing shall be more difficult. I believe that based on impulse responses one can define frequency responses, it is best if we can reuse the existing test setup as much as possible, and see what components we want to measure. We can further adjust the existing test method and not look for an alternative. 
· Stefan B: on the sending frequency response, we are fine with the exiting methods in TS 26.260, where there are two possible setups. DUT Is exposed to real sound; we essentially measure sound pressure over frequency. I believe we are not in strict assumption of linearity; the Dolby proposal could also be seen as a complement.  
· Andre: good, aligned. We should try to reuse existing arrays 
· Stefan B: When it comes to single array, one could see if the Dolby proposal can be adjusted to fit in the loudspeaker array
· Andre: Depends on HOA order, if IVAS is up to order 3, we would have 16 to 25 loudspeakers, we could have this as a working assumption.
· Stefan B: Right, we may be able to get 90 degrees between two speakers
· Stéphane: There is also a turn table setup in TS 26.260, would this also apply?
· Stefan B: Don’t know, need to check
· Andre: We need to define what we are trying to measure.
· Stefan B: see Table with draft requirements
· Andre: is this frequency response as in TS 26.131/26.132? I see signal components.
· Stefan B: this is a method to characterize how much of an ambisonic component leaks into another one, if there are two sources, we measure the amount of crosstalk.
· Stéphane: any plan to implement the proposed method and compare it with the existing methods in TS 26.260?
· Stefan B: what is possible is to measure according to 26.260 directional response, in time domain or frequency domain. Not clear if there is some kind of integrated domain.
· Andre: In TS 26.260, there is a reference microphone in the middle of the sound field. Discuss more offline
· Stéphane: As a summary, one could clarify the existing methods in TS 26.260, and see if they can be adjusted to handle the proposed method. There will be offline discussions to progress this topic, if you are interested, get in touch with Stefan B and Andre.  
Decision: S4-220729 is noted 

Stéphane: Any adhoc conference call for ATIAS?
Stefan B: Not needed in my view.
Stéphane: Any time plan update needed for ATIAS?
Stefan B: It would not be too different from the previous version, no real update.
Stéphane: We can conclude that we do not produce a time plan for ATIAS at this meeting.

7. New Work / New Work Items and Study Items
 
  
S4-220696 
  
Presenter: Mr. Wang Bin 
  
Discussion:  
· Stéphane: In sub-bullet 1, specify or study? In sub-bullet 2, ‘new’ refers to formats that are not listed in IVAS-4?
· Wang Bin: The proposal is to investigate formats that do not depend on codecs
· Tomas:  This proposal is on input formats, with a focus on capture, so the input is for what? For the envisioned codec?
· Wang Bin: Input to encoder, to do some comparison for this audio codec
· Tomas: What is the purpose to specify input formats, for what purpose?
· Wang Bin: For encoder if necessary. For now, coding is necessary, it is supposed to be input of some codec
· Stéphane: the proposal in sub-bullet 1 is to profile devices by capability, similar to mono phones that support up to a given maximum bandwidth?
· Wang Bin: because of constraints, only some kind of format can be obtained, it’s similar
· Stefan D: based on microphone configuration, what input format should be used, focus is on input format at encoder, how many microphones are used, how they are placed, to select the best possible format? How to see this proposal?
· Wang Bin: Specify input format based on microphone setup, based on setup for this kind of microphones and based on constraints, we investigate what input format can be agreed
· Stefan D:  This entire SID is on capture systems, if I look at the objectives, formats are defined after capturing
· Wang Bin: Want to study how to design capturing method to get certain kind of audio format, that can be processed by some codec. Final goal is to make input format, depending on capture, how many microphones, what is setup. Also consider user devices for immersive audio services, how to arrange microphones, design capture. Capturing is key point. The purpose is capturing audio that is to be transmitted.
· Stéphane: IVAS-4 lists input formats
· Wang Bin: Input formats are not for IVAS design constraints, this is not related to a specific codec, and not matched to IVAS. It can be encoded by IVAS, but it is not necessary. The goal is to identify input formats that can be used in an audio solution.
· Huan-Yu: IVAS design constraints require input formats from a known, fixed format. On the other hand, in mobile phones format variables can change, this Xiaomi proposal is to make a glue between variables on setups of phones and fixed codec formats. Is this correct that the goal is to bridge this gap?
· Wang Bin: Yes, in some sense. The main question for us is that some input format is not suitable for some audio solution other than IVAS. IVAS can consider. We want to identify input formats that don’t consider how to encode, just to figure out if this can be used by an audio solution.
· Stéphane: Tdoc 697 would an example format
· Lasse: Confusing for me that the proposal is open-ended when trying to identify new formats, I don’t understand how potential use cases are different from IVAS use cases. For IVAS we have traditional communication use cases extended to spatial cases, also professional and user-generated content, then there is strong background in VR use cases, now there are also XR use cases that are different from VR use cases. We are covering a lot of these use cases, A lot of new input formats, capabilities somehow come back to use cases, not only device configurations. This is creating confusion, what is missing in IVAS from a use case point of view?
· Wang Bin: The point here is that for each use case there is not only one format, Xiaomi has investigated certain use cases, we also do not want to have only one solution, we study which format or solution is the best one, or which solution is the cheapest one, Xiaomi makes products, some smartphone is very cheap or luxury. For certain use cases we may use different solutions. IVAS includes many input formats, here we want to investigate if a new or different format is needed to create an audio solution.
· Stéphane: ‘new’ creates confusion
· Stefan B: Also uncertain about sub-bullet 2, in sub-bullet above you are listing lots of formats that exist, you may add MASA. If you think there should be a new format, there should be a gap analysis, to see what existing formats cannot offer, to tag input formats to cover certain use cases, to see if this is working or not and identify a gap. Also, what do you mean by “suitable”?  We need a metric to be able to say that a format is suitable or not. What is the methodology to find out that format is suitable? I have the same comment on defining reference audio capture configurations, we need a suitable metric to tell how one configuration is good or not. 
· Wang Bin: We want to investigate if existing formats are good enough, we can try existing formats and see if there is something missing. A new format may be needed. For reference configurations we need metrics in general. A reference audio solution is to get existing input formats, it is enough to do some testing, not what is performance requirement.
· Stéphane: If there are no more comments, invite Xiaomi to prepare a revised version to take into account comments and clarifications
· Andre: Input formats are only considered for smartphones? What about headsets? Earbuds?
· Wang Bin: For capturing, the scope is smartphones
· Andre: Question is smartphone only?
· Wang Bin: Not just smartphone, it is user devices
· Stéphane: We will park this Tdoc, please prepare a draft revision for further discussion based on the discussion
(Later discussion resumes)
· Stefan B: Would have more questions or comments.  We need suitable metrics to determine how a format could be suitable for a reference configuration. I do not see a connection to ATIAS in this WID. What should be the methodology to be used?
· Wang Bin: Do you have a suggestion to change the objective part?
· Stefan B: To give an example, reference audio capture configurations in stereo format, if a UE has 2 microphones, one may want to measure certain properties of stereo, like width. You don’t see a dependency on ATIAS?
· Wang Bin: Here ATIAS is not mentioned in clause 2.3, I don’t mean it is not needed. ATIAS can be added. I don’t think ATIAS is an option for demonstration. ATIAS can be added. We don’t mention metrics here, we don’t know how to add ATIAS work.
· Stefan B: see final outcome of ATIAS, we have test methodologies for immersive, including capture. This is a normative specification. Why would it not apply?
· Wang Bin: Our previous investigation is that there is no output from ATIAS. We have our own methodology. If there is a specific output from ATIAS we can use it.
· Stefan B: there are 2 specifications for ATIAS: TS 26.260 and 26.261.
· Wang Bin: Currently there is no output.  Our previous investigations used proper ways. If ATIAS can give proper methodology, it can be used here. 
· Stefan B: What is available is in TS 26.260, it can be used, it does not have performance requirements. I would prefer to avoid in this study item to come up with even other methodologies, to show capture configurations are suitable. Anything developed here should go into ATIAS.
· Wang Bin: Every test methodology should come from ATIAS?
· Stéphane: Have to stop discussion, we will resume in the next session
(Later discussion resumes based on an updated text in https://www.3gpp.org/ftp/TSG_SA/WG4_CODEC/TSGS4_119-e/Inbox/Drafts/Audio/s4-220696-draft%20sid%20on%20diverse%20audio%20capturing%20system%20for%20end-user%20devices%20editing.docx)
· Wang Bin: General words. The purpose is to find a good, efficient way to go forward with this proposal. If needed, we can make a separate WI/SI, this was discussed many times. For me it is very clear that it is worth making a separate study. The proposal from Xiaomi is based on internal results and research perspective. From this perspective it is necessary to give guidance in devices, especially smartphones or AR glasses. There are 3 ways: 1) separate SI like this proposal, 2) existing WI such as ATIAS, IVAS or another one, 3) proposal only belonging to protected area with proprietary technology just as in the mono case. In the latter one, each company has its own technologies. All in all, it is worth making a study item. We can see if it can be a separate SI or not. I don’t want to waste group time if the proposal is not necessary.
· Stéphane: good to have the 3 options for discussion, so far investigated option 1, we may check other options, before that can you present the updated text in the Drafts folder?
· Wang Bin: ATIAS is related in clause 2.3. Edits are made in objectives, with objective metrics, inclusion of MASA. There can be more than one format choice, for instance a cheap smartphone may use a different format
· Stéphane: any comment or questions on this updated text?
· Hiroyuki: on the bullet on signaling, it means in addition to codec negotiation? Some other parameters are intended to be negotiated?
· Wang Bin: Such signaling parameter is needed in our audio solution. I don’t say it is the only solution, there can be other alternative solutions.
· Hiroyuki: Still unsure to understand. For example, IVAS can support several formats like stereo, multichannel, objects, etc. Terminals can negotiate IVAS with specific format to define the actual input/output, it can be defined by the terminal itself. In the proposal how can this be negotiated?
· Wang Bin: If all formats are in a set of inputs that IVAS support, this means IVAS supports other formats, IVAS can give correct signaling. In our planned solution, there is some other signaling parameter needed that IVAS cannot support or include. This is under investigation.
· Stéphane: Nothing is currently defined for IVAS signaling, are you sure this is correct?
· Wang Bin: in the IVAS WID, there is a description, maybe Stefan Bruhn has a better memory
· Stefan B: Signaling is currently not defined for IVAS, it will be defined in a way similar to the EVS WI.
· Wang Bin: Then IVAS can handle the proposal objective.
· Stéphane: let’s check each proposed objective and see if there is overlap with an existing WI, the last one seems to be covered by IVAS
· Wang Bin: If we have 3 microphones, how many audio formats can be supported? One could target a cheap implementation, in this case which input format to support?
· Stéphane: let’s check option 3
· Wang Bin: Many aspects can be in option 3, for immersive audio, it is more complex than mono. The big problem is to know what kind of balance we have, in option 3 there is no guidance.
· Stéphane: see bullet 1, is this under ATIAS?
· Wang Bin: Test methods are used to test reference capturing, but the configurations are outside ATIAS. ATIAS can be on the sub-bullet.
· Stefan B: ATIAS will look at test methods and performance requirements.
· Stéphane: what about the next bullet on capability? It is in MeCAR? Answer: no comment
· Stéphane: we may check who would support each of the 3 options.
· Stefan B: in my view, I see overlap, we might update ATIAS or IVAS WIDs
· Tomas: For option 3, there is no specification, nothing normative?
· Wang Bin: this is for products. For now, we could have a separate study item to investigate it, to give guidance on audio solutions. Colleagues in the product department that want to deploy immersive audio solutions say it is very promising, but they ask how to start, if it is necessary for a smartphone to give stereo, how to capture it. They request guidance, this is the reason for the proposal. It is worth investigating. ATIAS will update its scope; it can be checked if anything from this proposal can be included in ATIAS or if there is still something worth of a study item.
· Tomas: The overlaps need to be clarified. The sentence in italics is strange. I think more work will be needed.
· Lasse: Similar view, there was a lot of discussion, there is overlap. There is some good indication that certain things can be handled in IVAS or ATIAS. It would be good if other things were clarified. We are missing the full story.
· Hiroyuki: Capturing is normally not specified in a specification. It is useful for implementers to have some kind of guidance. One can take into account performance requirements, so implementations are satisfactory for operators, it can be found how to design products. Such freedom should be left to implementers. It is not the purpose of standards to specify something on capturing. There may be something that Xiaomi wants to study; it can be clarified.
· Stéphane: The proposal triggered good discussions, it seems difficult to agree on it or bring it to closing plenary. I do not see consensus on this proposal.
· Wang Bin: The purpose is to promote immersive audio services, if the group thinks the current work is enough, it is OK for us. It is up to the group to see how to promote immersive audio.
· Stéphane: Based on this summary, we can note this Tdoc. 
   
Decision: S4-220696 is noted 
 


S4-220726 
  
Presenter: Mr. Stéphane Ragot 
  
Discussion:  
· Stefan D: supporting this WID, nevertheless how to do this work? Where should it be, in the Audio or Video SWG?
· Stéphane: Good question, the scope is audio related matters, so it would make sense to take it in the Audio SWG, but this question needs to be raised in plenary for confirmation. In any case coordination with Video SWG experts would be needed.
· Ryan: Along the same line, will this study create a new clause in TR 26.998 or propose some modifications depending on the outcome?
· Stefan D: Audio sections will be addressed, also on other sections there may be corrections. It is more than a single clause, to make the TR more complete.
· Stéphane: The output would be in one or several CRs, it may affect different clauses.   
· Ryan: Different understanding or expectation. If pCR to change every context, suppose Audio SWG Co-Chairs will discuss with Gilles
· Stéphane: One could consider joint Audio/Video SWG sessions by default
· Andre: please add Qualcomm as supporting company
· Hiroyuki: Panasonic can also support. This study will complement TR 26.998, this will result in a CR to TR 26.998, scope is limited to audio?
· Stéphane: Correct, the scope is limited to audio, if somebody want to address other corrections in the TR, this would be outside this study item, possibly using FS_5GSTAR for maintenance.
· Wang Bin: Please add Xiaomi as supporting company
 
Decision: S4-220726 is revised to S4-220824 including three more supporting companies: Qualcomm, Panasonic, Xiaomi
 


S4-220824
   
Decision: S4-220824 is agreed without presentation

  
 
8. Any Other Business 
 
Interim Audio SWG call:
· An Audio SWG call was scheduled to progress the work on IVAS:
· 27 June 2022 14:00-16:00 CEST, submission deadline is 23 June 2022, 14:00 CEST, bridge by Dolby


9. Close of the Sessions 
 
The Audio SWG Co-chairs thanked the participants for their contributions.  
The meeting was closed on 17 May, at 17:00 CEST 
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Title:	Draft Audio SWG Agenda
Agenda Item:	7


1. Introduction
This document provides the agenda items and allocation of documents for the Audio SWG sessions.

2. Agenda Items and Allocation of Documents

	7
	Audio SWG
	
	Slots when Tdocs in this block will be handled

	7.1
	Opening of the session
	
	

	7.2
	Registration of documents
	
	

	7.3
	CRs to Features in Release 17 and earlier
	
	

	7.4
	Liaisons with other groups/meetings
	
	

	7.5
	IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)
	587n (ToR)
669n (public collaboration)
 
698a (IVAS-4 updates)
822a (IVAS-4) A.I. 15.2
 
733a (IVAS-7a updates)
823a (IVAS-7a) A.I. 15.2
 
712a (perf reqs)
 
697n (AR VR audio)
 
718n (P.800 DCR)
668n (DCR)
666a (selection testing)
667r—>825a (IVAS-8a) A.I. 15.2
 
	12 May 14-16 CEST,
16 May 14-16 CEST,
17 May 14-16 CEST,
18 May 14-16 CEST

	7.6
	ATIAS (Terminal Audio quality performance and Test methods for Immersive Audio Services)
	725n (objectives)
729n (perf testing)
	12 May 16-17 CEST,
18 May 16-17 CEST

	7.7
	New Work / New Work Items and Study Items
	696n (SID)
726->824a (SID)  A.I. 18
	16 May 16-17 CEST,
17 May 16-17 CEST

	7.8
	Any Other Business
	Audio SWG call on IVAS: 27 June 2022 14:00-16:00 CEST, submission deadline: 23 June 2022, 14:00 CEST, host: Dolby

	

	7.9
	Close of the session
	
	



n – noted
a – agreed
p – parked
pp – postponed
r – revised
rp – replied
m – missing
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Annex C 
Document status

C.1 Agreed documents (to be presented to SA4 plenary)
	Tdoc 
	Title 
	Source(s) 
	Agenda Item(s) 
	Status 

	S4-220822
	IVAS Design Constraints (IVAS-4), v0.5.0
	Editor (Huawei Technologies Co Ltd)
	15.2 
	agreed 

	S4-220823
	IVAS-7a: Processing plan for selection phase, v0.6.0
	Editor (Ericsson LM)
	15.2 
	agreed 

	S4-220824
	Feasibility Study on Audio Aspects for 5G Glass-type AR/MR Devices
	Orange, Fraunhofer IIS, VoiceAge Corporation, Dolby Laboratories Inc., Philips International B.V., Nokia Corporation, Ericsson LM, HuaWei Technologies Co., Ltd, Qualcomm Incorporated, Panasonic Holdings Corporation, Beijing Xiaomi Mobile Software Co., Ltd  
	7.7,18
	agreed 

	S4-220825
	IVAS Permanent Document IVAS-8a: Test Plan for Selection Phase, v0.4.0
	Editor (VoiceAge Corporation)
	15.2 
	agreed


 
C.2 Agreed documents (not to be presented to SA4 plenary)
	Tdoc 
	Title 
	Source(s) 
	Agenda Item(s) 
	Status 

	S4-220646
	Draft Audio SWG Agenda
	Audio SWG Co-Chairs
	7
	agreed

	S4-220666
	Proposal of Draft Overview of Experiments for IVAS Selection Testing
	VoiceAge Corporation
	7.5 
	agreed 

	S4-220698
	Proposed Update of IVAS-4 Design Constraints: Ambisonics Order, max. Number of Loudspeaker Channels 
	Fraunhofer IIS
	7.5 
	agreed 

	S4-220712
	Considerations for defining performance requirements
	Nokia Corporation
	7.5 
	agreed 

	S4-220733
	IVAS-7a updates
	Ericsson LM
	7.5 
	agreed


 
C.3 Other status than agreed documents (not to be presented to SA4 plenary)
	Tdoc 
	Title 
	Source(s) 
	Agenda Item(s) 
	Status 

	S4-220587
	Terms of Reference of IVAS Codec Public Collaboration
	Dolby Laboratories Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5 
	noted 

	S4-220667
	IVAS Permanent Document IVAS-8a: Test Plan for Selection Phase, v.0.3.1
	VoiceAge Corporation
	7.5
	revised

	S4-220668
	DCR test experiment for HOA3 input in 7.1+4 listening setup
	VoiceAge Corporation
	7.5 
	noted 

	S4-220669
	Announcement of IVAS Codec Public Collaboration with intended effective date
	Philips International B.V.
	7.5 
	noted 

	S4-220696
	Draft SID on diverse audio capturing system for end-user devices
	Beijing Xiaomi Mobile Softwar
	7.7 
	noted 

	S4-220697
	Audio solution for AR VR usage scenario
	Beijing Xiaomi Mobile Softwar
	7.5 
	noted 

	S4-220718
	On P.800 DCR for scene-based audio
	Fraunhofer IIS
	7.5 
	noted 

	S4-220725
	On ATIAS objectives and specification structuring
	ATIAS Co-Rapporteurs (Orange, Dolby Laboratories, Inc.)
	7.6 
	noted 

	S4-220726
	Feasibility Study on Audio Aspects for 5G Glass-type AR/MR Devices
	Orange, Fraunhofer IIS, VoiceAge Corporation, Dolby Laboratories Inc., Philips International B.V., Nokia Corporation, Ericsson LM, HuaWei Technologies Co., Ltd 
	7.7
	revised

	S4-220729
	On ATIAS acoustic performance testing for FOA audio
	Dolby Laboratories Inc.
	7.6 
	noted



 
C.4 Other status than agreed documents (to be presented to SA4 plenary)
 
None

	
	
	



