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To enable end-to-end services using the Ambisonics coding mode by the future IVAS codec, it is necessary to specify acoustic requirements/objectives for UE:s. Concerning the sending side of the connection, an acoustic test method for first-order Ambisonics is suggested in the present document (FOA capture).
Although not detailed in the present document, it assumed that other parameters are also measured such as sending loudness rating SLR (for conversational audio), by traditional means as in TS 26.131/132 hand-held handsfree (distances may be modified).
The presented test method is based on assessing the directional characteristics of the UE:s capture system (microphone array and the associated processing), as these are essential for the final result when decoding the FOA and manipulating it for the playback system at hand. As the FOA components X/Y/Z represent the sound pressure gradients, the directional pickup pattern is ideally a “figure-of-eight” or “dipole” pattern, which has maximum sensitivity in two directions and a null plane with zero sensitivity. The angle-dependent sensitivity in one plane is simply described by:

Instead of measuring at a large number of incidence angles and making a polar plot, it may be sufficient to determine the difference in sensitivity at two incidence angles, at 0 and 90 deg. The validity of this sparse spatial sampling remains to be assessed with actual array implementations. More angular points cold be added as an extension of the method, if deemed necessary.
For the omnidirectional Ambisonics W component; the sensitivity must be the same for any direction. Verifying this at 0 and 90 deg is thus a sensible test.
As a starting point, it is assumed that the UE microphone array has a static and well-defined orientation w.r.t. the FOA axes (X/YZ), which is known by the lab performing the measurements. For the case that the orientation is not static, e.g. if the UE has “pose compensation” (which aims at stabilizing the soundfield pickup in a similar way as camera image stabilizers), the present method could be modified/extended.
Regarding the frequency range for these directionality measurements, it is suggested to avoid the range below ~200-250 Hz, considering typical properties and sizes of anechoic rooms used in the industry.
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Figure 1 Example of a case where the orientations of the FOA axes in relation to the UE, are known and static. The X component ideal polar pattern is shown

Suggested test method and parameters to evaluate
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Figure 2 The UE under test is connected to a test system composed of a 3GPP wireless system simulator and a reference client with B-format output
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Figure 3 Placement of sound sources (at least two simultaneous) around the DUT, in an anechoic room. The source positions are X1: 0 deg (frontal) incidence to the DUT, along the X-axis; X2: opposite to X1, along the X-axis, Y1: 90 deg incidence to the DUT, along the Y-axis; Y2: opposite to Y1, along the Y-axis, Z1: “from the ceiling” incidence to the DUT, along the Z-axis; Z2: opposite to Z1, along the Z-axis. The distances are TBD, it should be noted that some proximity effect may be expected on components X, Y, and Z in case of small distances. The type of sources may be specified later (HATS, mouth simulator, loudspeaker)

1. The testing relies on measuring levels of the four components of the first-order Ambisonics B format
a. X, Y and Z: acoustic pressure gradients along the axes of a cartesian coordinate system
b. W: omnidirectional component
2. The UE is put into first-order Ambisonics capture mode (at the highest available bitrate assuming that this puts the IVAS codec essentially into a transparent transmission mode). The encoded stream is transmitted to the test system where (after usual clock synchronization etc) a reference client decodes the signal and outputs the B-format component signals for analysis.
3. The testing is performed in an anechoic room to provide control of incidence angles of acoustic waves
4. For a UE that contains a microphone array and Ambisonics encoding, but no other processing, it may suffice to use a single acoustic source and vary the incidence angle to the source. The output level vs. angle would contain the necessary information to characterize the spatial capture, such as polar plots of the Ambisonics components. But since UE:s may include other processing such as dynamic range control, the level vs. angle results obtained with a single acoustic source will be contaminated by the level changes from that additional processing. Thus, it is here proposed to use two simultaneous sources, 90 degrees apart. This enables detection of the angle-dependent X/Y/Z pickup between these two angles, which provides information about to what extent the array approaches the ideal dipole pattern. Likewise, the correctness of the W component (omni-directional) can be assessed by checking that the difference in the pickup level of the two simultaneous sources is sufficiently small. For the measurement, two simultaneous acoustic sources are used, separated by 90 degrees to test pairs of axes. To enable separation of two simultaneous signals at the IVAS reference decoder output, multitone signals are used. This is inspired by  ITU-T P.501 subclause 7.2.1.2 and 7.2.1.4 using mostly a harmonic structure, but the spacing is here instead based on 1/3rd octaves, with every second tone in each of the channels A and B.  The tones cover the range 250 Hz – 19 kHz and are AM and FM modulated. The levels decrease with 3 dB per octave.
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Figure 4 Power spectra for the two AM/FM signals. Two simultaneous signals that are not overlapping in the frequency domain are generated. The AM/FM modulation increases the chance that potential noise suppressors regard the signals as speech, rather than noise.
5. The source positions are
a. X1: 0 deg (frontal) incidence to the DUT, along the X-axis
b. X2: opposite to X1, along the X-axis
c. Y1: 90 deg incidence to the DUT, along the Y-axis
d. Y2: opposite to Y1, along the Y-axis
e. Z1: “from the ceiling” incidence to the DUT, along the Z-axis
f. Z2: opposite to Z1, along the Z-axis

6. Measure the spatial separation by difference in level when using two simultaneous sound sources, on-axis and off-axis by 90 degrees, see Table 1


[bookmark: _Ref99189242]Table 1 Requirements on spatial separation. L denotes a signal level measured at the reference decoder output by summing power in selected FFT bins
	Simultaneous sources
	Requirements on the B-format outputs of the reference decoder

	Source A
	Source B
	Signal component A
	Signal component B
	Motivation

	Position X1
	Position Y1
	LXA – LYA > [N] dB,
|LWA – LXA| < [M] dB
	LYB – LXB > [N] dB,
|LWB – LXB| < [M] dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Y and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	Position X1
	Position Z1
	LXA – LZA > [N] dB,
|LWA – LXA| < [M] dB
	LZB – LXB > [N] dB,
|LWA – LYA| < [M] dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Z and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	Position X2
	Position Y2
	LXA – LYA > [N] dB,
|LWA – LXA| < N dB
	LYA – LXA > [N] dB,
|LWA – LXA| < N dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Y and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	Position X2
	Position Z2
	LXA – LZA > [N] dB,
|LWA – LXA| < [M] dB
	LZA – LXA > [N] dB,
|LWA – LYA| < [M] dB
	Signal component A is ideally only seen in X and W, Signal component B is ideally only seen in Z and W

	
	
	|LWA – LWB| < [P] dB
	Signal component A in W equally strong as B in W

	The test is repeated where signals A B are interchanged, to avoid a potential bias. The results from the two tests are averaged. The values M (minimum of off-axis rejection), N (maximum of difference to omni component) and P (maximum unbalance of omnidirectional capture) are TBD.





Level measurement
The sound sources shall be equalized (see 26.132, details will differ depending on the type of sound source). SA4 should specify the type of source and the level at the UE position. It is suggested that that level should be derived from emulating a talker at (TBD) distance, with -1.3 dBPa at the mouth reference point of a HATS at that talker position, considering the handsfree correction at the UE position, see TS 26.132 subclause 9.4.5.
Signals A and B are separated after the reference client decoder by FFT transformation and selecting bins.
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Figure 5 To assess the leakage due to coding, the signals were coded/decoded with EVS 128 kbps 48 kHz (up to 2 kHz is shown in the figure). Signals A (left) and B (right) are separated by applying masks on the FFT bins (64k FFT at 48 kHz, Hann, 50% overlap). The masks were selected slightly wider (+-3 Hz) than the signal modulation. A similar pattern extends beyond 2 kHz. The noise of the coding was such that about 54 dB difference was found when switching between mask A and mask B. These codec properties influence the ability to measure a deep null in the polar pattern.
The level of the X/Y/Z/W signals is measured for the A and B components by summing the power in the selected bins. 
After repeating the test with the signals A and B interchanged, the results of these two test rounds are averaged (e.g. average of the level in dB, or power-averaged).
Finally, the levels are assessed according to Table 1.

Potential extensions
The signal properties may have to be adjusted considering the potential effects of the IVAS codec at the operating point used during the measurement. E. g., there may be spectral/spatial leakage in the codec itself and spectral leakage in the analysis filters.
Real speech would have been preferred compared to AM/FM signals, to further ensure that potential signal processing reacts as expected. But no standardized real-speech signals that are constructed with the separation in the frequency domain in mind are available. Instead of separation in the frequency domain, correlation techniques could be explored, to enable the use of real speech.
An important property of the ideal X/Y/Z capture characteristics is the polarity/phase for 180 compared to 0 deg. Measuring this property provides additional insights as compared to making level-only assessment. Especially if it turns out that practical implementations have directional properties that are far from the ideal dipole, it may be considered to measure the polarity/phase of 0 deg and 180 deg incidence. Alternatively, the W and X/Y/Z components can be combined to form cardioid patterns which can be assessed. If cardioids can successfully be synthesized after the decoder, then the FOA capture is properly implemented by the UE.
To ensure that the Ambisonics capture is capable of properly capturing ambience sounds as well (rather than just speech), a test with stationary pink noise could be one way to check the potential impact of noise suppression. Also, an additional test could be defined relying on lab reproduction of background noises, where the requirements should be defined such to ensure that the ambience is faithfully reproduced. 
For the speech plus ambient noise case, principles like those described 26.132 subclause 9.12.2 [1] and based on MOS predictions may be considered.

Conclusion and proposal
The present contribution provides a first proposal for acoustic performance tests for FOA audio operation. It is suggested that SA4 makes further assessment of the method, including simulations and practical tests. The use of real speech could also be investigated. Upon potential agreement/refinement in SQ on the principles, it proposed to incorporate them into specification [2] and to derive suitable requirements/objectives to be included in [3].
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