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1. [bookmark: _Toc504713888]Introduction
SA4 has agreed a study item on AI/ML for Media (FS_AI4Media) at its SA4 #117-e meeting. Among the objectives of this study is to list and describe use cases and scenarios based on the study performed by SA1.
In this contribution, we define a set of scenarios based on the identified use cases in TR 22.874 [1]. 
1. Media-based AI/ML Scenarios
TR 22.874 has identified a set of use cases for AI/ML with the following key operations:
· [bookmark: MCCQCTEMPBM_00000086]AI/ML operation splitting between AI/ML endpoints;
· AI/ML model/data distribution and sharing over 5G system;
· Distributed/Federated Learning over 5G system. 

These operations have been identified as they require exchange of ML and media data over 5G, and in some cases may have some requirements on the QoS for proper operation. 
Of interest to SA4 are the media-based use cases, which we identify here.
1. Object Recognition in Image and Video
In this set of use cases, images and video streams are processed to identify and recognize objects and extract some metadata, such as object labels. 
The scenarios that are considered are the following:
· Download of trained ML model for object recognition
· Split inference with task-specific model head running on the UE for object recognition. For example, in one UE, the task is to recognize pedestrians, whereas in another it is to recognize traffic signs. The core of the network model as well as the input image/video are the same but the tasks are different.
· Distributed online training of image and video recognition models based on input in different UEs. The shared model is calibrated continuously based on the training results from all UEs.
1. Video Quality Enhancement in Streaming
In this use case, the sender and receiver apply parts of an autoencoder DNN model to enhance the quality of a video stream. This is depicted in the following diagram:

The high-fidelity video is processed to generate a metadata stream that is streamed together with a lower fidelity encoding of the video. The receiver runs an inference algorithm on the received metadata and video stream to produce a high-quality video for rendering.
The main scenario in this use case is about streaming intermediate model output from the network for processing on the UE.
1. Crowd-Sourcing Video Capture
A set of users attending a live concert and capturing the event on their UEs, use a shared DNN model to process and improve the captured video. Multiple tasks are then performed on the processed video, e.g. to extract lyrics, annotate the video, etc.
The main scenario here is the sharing of the input media from multiple sources for network inference.
1. NLP on Speech
This covers a wide range of speech processing use cases, e.g. to perform automatic speech recognition, voice translation, voice commands, speech synthesis, etc.
The models for NLP are improved with distributed/federated training. As more users make use of the service, the quality and accuracy of the model improves. The results of the local training of the model are shared with the network.
The main scenario here is about downloading a pre-trained model with its training state for local training and then sharing the results with the network.
1. Proposal
We propose to adopt the extracted use cases and the corresponding scenarios in section 2 as a starting point for the AI4media study.
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