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1 [bookmark: _Toc504713888]Summary
According to the approved work item description, the MeCAR work item provides the following objectives.:
· Define at least one AR device category that addresses the constraints of an EDGAR-type AR glass
· Note: Additional device categories may be defined, but with lower priority.
· For each AR device category
· Define a reference terminal architecture regarding media capability aspects for this AR device category
· Define media types and formats produced and consumed by the AR device, including basic scene descriptions, audio, graphics and video as well as sensor information and metadata about user and environment.
· Define the integration of the relevant existing 3GPP codecs into the reference terminal architecture
· Define decoding capabilities, including support for multiple parallel decoders
· Define encoding capabilities 
· Define security aspects related to the media capabilities
· Define the required, recommended and optional media capabilities for this AR device category
· Integrate IVAS into suitable AR device categories, once IVAS is available
· Define capability exchange mechanisms based on complexity of AR media and capability of device to support EAS KPIs for provisioning of edge/cloud resources
· Note: Identify a suitable existing capability framework, or if it does not exist, we need to work with the broader industry (e.g., IETF, KHRONOS, W3C, etc.) to get this done.
· Identify which QoE metrics from VR QoE metrics can be reused or enhanced for AR media (e.g., resolution per eye, Field of view (FOV), round-trip interaction delay, etc.) and define relevant KPIs that are dedicated to AR/MR
· Specify additional relevant KPIs and simple QoE Metrics for AR media
· Specify encapsulations into RTP, ISOBMFF and CMAF
· Specify the relevant codec-level parameters for session setup and negotiation of the media delivery and provide instantiations for SDP and DASH MPD
· Enable AR media in 5G Media Streaming by defining suitable 5GMS profiles based on AR media capabilities
· Define typical traffic characteristics for AR media

This document provides some thoughts and considerations for how to kickstart the work properly.
2 Observations and Considerations
Looking at existing AR Glasses, based on the study in TR26.998, but primarily also based on communication with Qualcomm product teams on existing and emerging devices, an AR Glass for AR experience does integrate quite some complex functionalities, many of those relate to capabilities. Below is a picture that provides an overview of an AR glass.
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Typical functions of such a glass consists of
1) Peripheries including
a. Displays
b. Cameras
c. Microphones
d. Sensors
e. Camera/Sensor Aggretors
f. Perception functionality: Eye Tracking, Face Tracking, etc.
2) SoC Media
a. Display Processing
b. GPU functionalities: Composition/Reprojection
c. Decoding
d. Decryption
e. Camera Front ends
f. Perception functionality: 6DoF, etc.
g. Encoding
3) Connectivity
a. WiFi, Bluetooth, 5G, etc.

An interesting aspect to consider from the above is, that the device consists of different thermal islands, hence division in multiple chips in the headset is highly desirable. This means that both, that minimizing the power per thermal island as well as minimize overall power for battery life is an essential design constraints.

In addition, such type of devices require to partition workloads to remote devices or the cloud to balance power loading. Based on this, media capabilities are also possibly required on UE that acts as a hub for a tethered glass. Architectures and processing for this will be discussion SmartAR. The main target device in the MeCAR work item remains glasses as shown above.

It should be noted that such glasses are predominantly served with media, that can directly be rendered by the peripheries, or that can be captured on the device and is sent to remote processing.

We consider that for media capabilities related to this primary AR category, only capabilities of the SoC media are to be part of the media capability definitions. We also note that the XR experience observed by the user depends on more aspects than the media capabilities, such as the display, the optics, the quality of the sensors, the stability of the connection and so on. However, such aspects are not considered to be part of the media capabilities for AR.

It is also clear that initial SoC media will have to rely on existing HW IP, for example from lower end mobile chipsets. Some people consider XR even a hack that uses existing components in a smart manner. However, a core aspect of XR experiences different from traditional mobile devices is the concurrent operation of multiple encoders and/or decoders to address different sensors, eye buffers, layers and so on, as well as the rendering to GPU instead of directly going to the display. 

Only over time, such HW will get added specific functionalities, but not in the near and mid-term. Expected in the future are higher render and display resolutions, multi-layer composition, etc. 

We also consider that many functionalities are defined through Khronos OpenXR, and defining capabilities for example by mandating or recommending support of certain APIs or parameter settings on API may be relevant. In some cases it may not even be possible to defined capabilities, but for example rely test signals and benchmarking requirements that for example document the performance of a device.

Based on these observations, an initial main objective of a standard is to create near to mid-term interoperability for media capabilities based existing and emerging media SoCs.
3 Work Item Objectives High-level responses and timelines
Based on the observations in clause 2, we provide the following responses to the work item objectives

· Define at least one AR device category that addresses the constraints of an EDGAR-type AR glass
· The device category following the principles in clause is considered to be the EDGAR device. The SoC Media is targeted for the device capabilities.
· For this AR device category
· Define a reference terminal architecture regarding media capability aspects for this AR device category
· The SoC Media is considered to be the main terminal architecture and includes the following functionalities:
· Display Processing
· Basic GPU functionalities: Composition/Reprojection
· Video and Audio Decoding
· Decryption
· Camera and Microphone Front ends
· Perception functionality: 6DoF, etc.
· Audio and Video Encoding
· Define media types and formats produced and consumed by the AR device, including basic scene descriptions, audio, graphics and video as well as sensor information and metadata about user and environment.
· Based on the above, 
· such device types are predominantly served with media, that can directly be rendered by the peripheries, or that can be captured on the device and is sent to remote processing.
· Capabilities of SoC media rely on existing HW IP, for example from lower end mobile chipsets.
· Basic graphics and X capabilities are also to expected to defined, using Khronos and specifically OpenXR as a reference.
· Define the integration of the relevant existing 3GPP codecs into the reference terminal architecture
· This directly speaks to what is presented in the second bullet point above:
· Capabilities of SoC media rely on existing HW IP, for example from lower end mobile chipsets.
· Define decoding capabilities, including support for multiple parallel decoders
· It is clear from the definition of such devices that a key aspect is the operation of multiple encoders and decoders at the same time. A core functionality of such a chipset is operation of several encoding and decoders in parallel.
· Define encoding capabilities
· Similar as for decoding.
· However, as low latency and error resiliency may be core aspects, requirements on such operations may be added 
· Define security aspects related to the media capabilities
· This is in particular relevant for the architecture to ensure secure operation of the media pipeline.
· Define the required, recommended and optional media capabilities for this AR device category
· Initial focus is expected to focus on required and recommended media capabilities.

All of the following objectives are considered to be treated after the initial work from above is completed:
· Integrate IVAS into suitable AR device categories, once IVAS is available
· Define capability exchange mechanisms based on complexity of AR media and capability of device to support EAS KPIs for provisioning of edge/cloud resources
· Note: Identify a suitable existing capability framework, or if it does not exist, we need to work with the broader industry (e.g., IETF, KHRONOS, W3C, etc.) to get this done.
· Identify which QoE metrics from VR QoE metrics can be reused or enhanced for AR media (e.g., resolution per eye, Field of view (FOV), round-trip interaction delay, etc.) and define relevant KPIs that are dedicated to AR/MR
· Specify additional relevant KPIs and simple QoE Metrics for AR media
· Specify encapsulations into RTP, ISOBMFF and CMAF
· Specify the relevant codec-level parameters for session setup and negotiation of the media delivery and provide instantiations for SDP and DASH MPD
· Enable AR media in 5G Media Streaming by defining suitable 5GMS profiles based on AR media capabilities
· Define typical traffic characteristics for AR media
4 Proposal
Based on the discussion in this paper it is proposed to:
1) Initially focus the work on the target device described in clause 2
2) Follow the principles in the objectives in clause 3 to address the main functionalities 
3) Defer other device categories as well as additional objectives to the time once the above aspects are completed.
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