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1. Background
This Tdoc is a revision of S4-211539 to cover aspects from S4-211539 that are not merged in S4-211552.

2. On Service Media Enablers (in particular the RTC Media Service Enabler)
See original discussion in S4-211539.
The following proposals for clause 8 of TR 26.998 are not captured in S4-211552.
· Define properly Media Service Enablers – in particular how they differentiate from the concept of ‘framework’ already used in SA4
· Clarify how network QoS is handled at the OS level for Media Service Enablers
These aspects may be considered outside TR 26.998.

3. Other aspects in the FS_5GSTAR TR
Based on the proposals from S4-211539:
In clause 4.6.1 (related 3GPP work), the ongoing audio work (on IVAS and ATIAS) may be referenced.
In clause 4.6.8 (WebRTC), the description may be amended to split two subclauses: 1) WebRTC as an OTT application, 2) a tentative subset of WebRTC for Media Service Enablers (defined in clause 8). In the latter part, one should clarify that the media handling part of WebRTC (e.g. voice/video engine) is not in scope, and whether signalling servers and STUN/TURN servers for WebRTC are in the operator domain (or not).
we propose the following TR updates:

=====  CHANGE  =====
[bookmark: _Toc67919030][bookmark: _Toc80964163]4.6.1	3GPP
This clause documents the 3GPP activity related to services using AR/MR device.
-	3GPP TR 26.928 [2] provides an introduction to XR including AR and a mapping to 5G media centric architectures. It also specified the core use cases for XR and device types. 
-	3GPP TS 22.261 [13] identified use cases and requirements for 5G systems including AR and 3GPP TR 22.873 [14] is currently developing new scenarios of AR communication for IMS Multimedia Telephony service.	
-	3GPP SA4 is working on the documentation of 360-degree video support to MTSI in 3GPP TS 26.114 [15]. It will provide the recommendations of codec configuration and signalling mechanisms for viewport-dependent media delivery.
[bookmark: _GoBack]-	In the context of Release-17, 3GPP RAN work [16] is ongoing in order to identify a traffic model for XR application and an evaluation methodology to access XR performance.
-	
3GPP SA4 is working on the development of the EVS Codec Extension for Immersive Voice and Audio Services (IVAS) codec. It targets encoding/decoding/rendering of speech, music and generic sound, with low latency operation and support of high error robustness under various transmission conditions, The IVAS codec is expected to provide support for a range of service capabilities, e.g., from mono to stereo to fully immersive audio, implementable on a wide range of UEs. The work on IVAS is expected to provide support for MTSI services and potentially streaming services through the definition of a new immersive audio media component.
-	In the context of Release-18 under the Terminal Audio quality performance and Test methods for Immersive Audio Services (ATIAS) work item, 3GPP SA4 is working on the specification of test methods in 3GPP TS 26.260 [56] and requirements in TS 26.261 [57] for immersive audio.

=====  CHANGE  =====

[56]	3GPP TS 26.260: “Objective test methodologies for the evaluation of immersive audio systems”
[57]	3GPP TS 26.261: “Terminal audio quality performance requirements for immersive audio services”

=====  CHANGE  =====

4.6.8	Web Real-Time Communication (WebRTC)
[bookmark: _Toc67919042][bookmark: _Toc80964179]4.6.8.1	WebRTC as an OTT application
The Web Real-Time Communication (WebRTC) is an API and set of protocols that enable real-time communication. The WebRTC protocols enable any two WebRTC agents to negotiate and setup a bidirectional and secure real-time communication channel. The WebRTC API exposes a JavaScript-based API to enable the development of applications that make use of the user’s existing multimedia capabilities to establish real-time communication sessions. However, access to the WebRTC set of protocols is possible through other programming languages. 
The WebRTC protocols are developed and maintained by the rtcweb group in IETF. The WebRTC API is developed by W3C.
The WebRTC API can be decomposed into three layers:
-	API for web developers that consists mainly of the MediaStream, RTCPeerConnection, and RTCDataChannel objects. 
-	API for browser and user agent implementers and providers
-	Overridable API for audio/video capture and rendering and for network input/output, which the browser implementers can hook their own implementations to.
The main WebRTC stack components are the voice engine, the video engine, and the transport component. 
The transport component ensures a secure transport channel for both parties of the call to communicate. It relies on an RTP protocol stack that runs over DTLS and leverages the SRTP profile.
The following diagram depicts the WebRTC protocol stack:

Figure 4.6.8-1: WebRTC protocol stack
WebRTC delegates the signalling exchange to the application. The signalling protocol and format may be chosen by the application freely. However, the offer and answer are generated in the SDP format. The ICE candidates may be provided as strings or in JSON format. 
WebRTC needs negotiation for the following purposes:
-	Negotiation of the media streams and formats: this relies on the SDP offer/answer mechanism to generate and validate media streams and parameters. 
-	Negotiation of the transport parameters: this relies on ICE to identify and test ICE candidates. Whenever a higher priority ICE candidate is validated, the connection will switch to it.
The following call flow shows an example of the ICE negotiation process:


Figure 4.6.8-2: WebRTC ICE negotiation process
Due to the separation of the negotiation of the transport parameters from the media parameters, appropriate QoS negotiation should consider consecutive and asynchronous changes to the connection parameters. In case a relay server, such as a TURN server, is deployed, the QoS negotiation should be extended to appropriately cover the outbound streams as well.

4.6.8.2	WebRTC framework for RTC Media Service Enablers
A subset of WebRTC, limited to a protocol stack and implementation excluding codecs and other media processing functions defined in W3C and/or IETF, is considered in clauses 6.5 and 8.3 to define an instantiation of AR conversational services.

image2.wmf
P

e

e

r

 

A

S

T

U

N

T

U

R

N

S

i

g

n

a

l

i

n

g

S

e

r

v

e

r

P

e

e

r

 

B

D

i

s

c

o

v

e

r

 

m

y

 

c

o

n

n

e

c

t

i

o

n

s

y

m

m

e

t

r

i

c

 

N

A

T

A

l

l

o

c

a

t

e

 

r

e

q

u

e

s

t

s

e

n

d

 

o

f

f

e

r

 

t

o

 

P

e

e

r

 

B

I

C

E

 

C

a

n

d

i

d

a

t

e

s

e

n

d

 

a

n

s

w

e

r

 

t

o

 

P

e

e

r

 

A

D

i

s

c

o

v

e

r

 

m

y

 

c

o

n

n

e

c

t

i

o

n

I

P

 

a

d

d

r

e

s

s

 

a

n

d

 

p

o

r

t

I

C

E

 

c

a

n

d

i

d

a

t

e

M

e

d

i

a

 

t

r

a

n

s

f

e

r

h

t

t

p

:

/

/

m

s

c

-

g

e

n

e

r

a

t

o

r

.

s

o

u

r

c

e

f

o

r

g

e

.

n

e

t

 

v

6

.

4

.

2


oleObject1.bin

image1.png
Media path Signaling path

Not time-

Time-critical -
critical

SIP XMPP  Other  SDP

IPv4 / IPvé

*in some scenarios,for example because of firewall restriction, TCP may be used




