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1. Introduction
This contribution proposes improvement of text on TR 26.998.
2. Proposed Text Change
*** Change #1 ***
[bookmark: _Toc80964148]4.4.1	Overview
A 5G AR/MR application provider offers a 5G AR/MR service to a 5G AR/MR application. A 5G AR/MR service consists of AR/MR content and the description of the supported processing by the 5G immersive service architecture. An AR/MR content is agnostic to a service architecture and consists of one or more AR/MR objects, each of which usually corresponds to an immersive media type in clause 4.4.4 and may include their spatial and temporal compositions. The delivery of an immersive media adaptive to device capability and network bandwidth may be enabled by a delivery manifest in clause 4.4.5. Processing of AR/MR functions in 5GMS AS may require additional metadata in clause 4.4.3 to properly recognize user’s pose and surroundings.
AR/MR functions include encoding, decoding, rendering and compositing of AR/MR object, after which localization and correction is performed based on the user’s pose information.
STAR-based architecture has both basic AR functions and AR/MR functions on the device. EDGAR-based architecture has only basic AR functions on the device.
Since AR/MR functions are on-device for the STAR-based architecture, immersive media including 2D media is considered as the input media for the architecture. 
Examples of immersive media are 2D/3D media such as overlay graphics and drawing of instructions (UC#16 in Annex A.1), 3D media such as furniture, a house and an animated representation of 3D modeled person (UC#17 in Annex A.2), a photorealistic volumetric video of a person (UC#18 in Annex A.3), a 3D volumetric representation of conference participants (UC#19 in Annex A.4), 2D video, and volumetric information and simple textual overlays (UC#20 in Annex A.5).
For the EDGAR-based architecture, basic AR functions are on-device therefore 2D media and additional information (such as depth map) generated from immersive media renderer are considered as the input media for basic AR functions. A rasterized and physically-based rendering (PBR) image is an example of 2D media.
A study into the existing technologies to be considered as inputs to each function and device type are identified and presented as a non-exclusive list below.
-	several visual media representation formats were documented in clause 4.4.4.
-	several delivery manifests were documented in clause 4.4.5.
-	several scene description formats were documented in clause 4.4.2.
-	metadata such as user pose information and camera information were documented in clause 4.4.3.
-	management and coordination of multiple media decoders are documented in clause 4.4.6, respectively.
In order to integrate real-time media into AR scenes, a Media Access Function (MAF) provides the ability to access media and adds it to the AR scene. The MAF instantiates and manages Media Pipelines. A media pipeline typically handles content of an attribute/component of an object/mesh that is part of the scene graph. The media pipeline produces content in the format indicated by the scene description file. For real-time media, the formatted frame is then pushed into the circular buffer. Media Pipelines are typically highly optimized and customized for the type and format of media that is being fetched. Typically, for one scene, multiple media decoders of the same media type are needed to run in parallel. If the media decoders share the same hardware decoding platform on the UE, the MAF may also coordinate the different instances of media decoders to optimise the use of the hardware platform thus avoiding negative effects of resource competition or possible synchronization issues. MPEG-I Video DecodingCoding Interface (ISO/IEC 23090-13 [6]) is an example specification that may fulfil this task of coordination. More information is available in clause 4.6.6. General considerations and challenges related to media decoder management is described in clause 4.4.6. Media Pipelines also maintain sync information (time and space) and passes that information as buffer metadata to the scene manager.

*** End of Change #1 ***

*** Change #2 ***
[bookmark: _Toc80964183]6.2.4.2	EDGAR-based media streaming

Figure 6.2.4.2-1 illustrates the procedure diagram for 5G immersive media downlink streaming using an EDGAR-based UE.
Figure 6.2.4.2-1: EDGAR-based procedure for 5G downlink streaming
Prerequisites and assumptions:
-	Identical to those from the STAR UE case.
Procedures:
1~8.	Identical to steps 1~8 from the STAR UE case (figure 6.2.4.1-1).
9.	Based on the processed scene description and the device capabilities, the 5GMSd AS/EAS is selected, and edge processes are instantiated using the processes defined in 5GMS_EDGE:
a.	The AR/MR Lightweight Scene Manager sends the scene description and the device capabilities to 5GMS AS. The 5GMS AS derives the EAS KPIs and if needed selects a new AS/EAS (through AF) based on the new KPI.  Then the edge processes are started, and a new entry point URL is provided to the AR/MR Lightweight Scene Manager.
b.	The AR/MR Lightweight Scene Manager derives the EAS KPIs from the scene description and device capabilities, requests the AF to provide the list of suitable EAS. Then the AR/MR Lightweight Scene Manager selects the AS/EAS and requests to start the edge processes in the EASAS. The edge processes are started, and a new entry point URL is provided to the AR/MR Lightweight Scene Manager.
10.	The AR/MR Lightweight Scene Manager requests the simplified lightweight scene description. The edge processes derive the simplified lightweight scene description from the full scene description and provide it to AR/MR Lightweight Scene Manager.
11.	The simplified entry point (simplified lightweight scene description) is processed.
12~19.	Identical to steps 9~16 from the STAR UE case (figure 6.2.4.1-1).
20.	The Media Client establishes the transport session(s) to acquire the media content.
21.	The 5GMSd AS initiates and starts a media session. This media session forms a stateful session loop specific to the UE, containing steps 22~25:
Stateful media session loop (steps 22~25):
22.	The latest pose information is acquired by the AR/MR Lightweight Scene Manager and shared to the Media Client.
23.	The Media Client sends the latest pose information to the 5GMSd AS.
24.	The 5GMSd AS performs pre-rendering of the media based on the latest received pose information. Pre-rendering may typically consist of decoding and rendering immersive media, and encoding the rendered (2D) media.
25.	The pre-rendered media is sent by the 5GMSd AS to the Media Client.
26.	The Media Client decodes and processes the media data. For encrypted media data, the Media Client may also perform decryption.
27.	The Media Client passes the media data to the AR/MR Lightweight Scene Manager.
28.	The AR/MR Lightweight Scene Manager renders the media, and passes the rendered media to the AR Runtime, which performs further processing such as registration of the AR content into the real world, composition, and pose correction.

*** End of Change #2 ***
*** Change #3 ***
[bookmark: _Toc67919045][bookmark: _Toc80964184]6.2.5	Content formats and codecs
Based on the use cases, the following formats, codecscodecs, and packaging formats are of relevance for Media media Streaming streaming of AR:
· General
> Basic scene Graph graph and Scene scene Descriptiondescription
> 2D uncompressed Video video Formats formats and video compression codecs
> Regular Audio audio Formats formats and audio compression codecs
- In addition, for STAR-based UE
> richer scene graph data
> 3D Formats formats such as static and dynamic point clouds or meshes
> many video decoding instances
> decoding tools for such formats
> DASH/CMAF based delivery
- In addition, for EDGAR-based UE
> 2D compression tools for eye buffers
> decoding tools for such formats
> multiple video decoding instances
> low-latency downlink real-time streaming of the above media
- Uplink streaming of pose information

*** End of Change #3 ***
*** Change #4 ***
[bookmark: _Toc67919050][bookmark: _Toc80964187]6.3.1	Introduction
This clause introduces the case where interactive immersive service. In this case, pose and other interactions are sent uplink in order for the Interactive Immersive Server to render the scene accordingly.

*** End of Change #4 ***
*** Change #5 ***
[bookmark: _Toc67919054][bookmark: _Toc80964191]6.3.3.2	EDGAR-based
Figure 6.3.3.2-1 provides an architecture for Interactive immersive Immersive interactive mMediaedia distribution using an EDGAR UE. In this case, similar as before, most of the rendering needs to be accomplished on the server.


Figure 6.3.3.2-1: EDGAR-based 5G interactive immersive service architecture

*** End of Change #5 ***
*** Change #6 ***
[bookmark: _Toc67919056][bookmark: _Toc80964194]6.3.5	Content formats and codecs
Based on the use cases, the following formats, codecs and packaging formats are of relevance for immersive Media interactive media distribution Streaming of AR:
- Scene Graph graph and Scene scene Descriptiondescription
- 2D Video video Formatsformats
- 3D Formats formats such as static and dynamic point clouds or meshes
- 2D Video video Formats formats with depth 
- Regular audio formats
- Several video decoding instances
- Decoding tools for such formats
- Low-latency downlink real-time streaming of the above media
- Uplink streaming of pose information and interaction data

*** End of Change #6 ***
*** Change #7 ***
[bookmark: _Toc80964201]6.4.3.2	EDGAR-based
Figure 6.4.3.2-1 provides an architecture for Cognitive immersive Immersive cognitive mMediaedia distribution using an EDGAR UE. In this case, similar as before, most of the rendering needs to be accomplished on the server.


Figure 6.4.3.2-1: EDGAR-based 5G cognitive immersive service architecture
*** End of Change #7 ***
*** Change #8 ***
6.4.5	Content formats and codecs
Based on the use cases, the following formats, codecs and packaging formats are of relevance for Media media Streaming streaming of AR:
- Scene Graph graph and Scene scene Descriptiondescription
- 2D Video video Formatsformats
- 3D Formats formats such as static and dynamic point clouds or meshes
- 2D Video video Formats formats with depth 
- Regular audio formats
- Several video decoding instances
- Decoding tools for such formats
- Encoding tools for 2D formats
- Low-latency downlink and uplink real-time streaming of the above media
- Uplink streaming of pose information
- Uplink streaming of media

*** End of Change #8 ***
*** Change #9 ***
[bookmark: _Toc80964205]6.5.1	Introduction
AR Conversational services are end-to-end use-cases that include communication between two or more parties. The following building blocks that may be used to realize AR conversational services may beare identified as:
a)	Call setup and control: this building block covers the 
-	signalling to setup a call or a conference. 
-	fetching of the entry point for the AR experience. The protocol shall support upgrading and downgrading to/from an AR experience. It shall also support adding and removing media. This also includes the device type (Type-1, Type-2, or Type-3) as well as non-AR experience, e.g., tablet.
b)	Formats: The media and metadata types and formats for AR calls should be identified. The format for the entry point, namely the scene description, and any extensions to support AR telephony need to be identified. Also, the format for media capturing, e.g., 2D video, depth map, 3D point clouds, colour attributes, etc. need to be identified. For AR telephony media types, the necessary and QoS characteristics need to be defined, as well as format properties and codecs.
c)	Delivery: the transport protocols for the AR media need to be identified. AR telephony and conferencing applications require low latency exchange of real-time media. A protocol stack, e.g., based on RTP, will be required.
d)	5G system integration: offering the appropriate support by the 5G system to AR telephony and conferencing applications includes: 
-	signalling for QoS allocation, 
-	discovery and setup of edge resources to process media for AR telephony, 
-	usage of MBS and, MTSI,
-	data collection and reporting. 
The building blocks may have different instantiations and/or options. For example, the delivery may be mapped to a WebRTC protocol stack or to an MTSI protocol stack. Furthermore, a single session may combine several delivery methods to accommodate the different media types supported by an AR conversational service.
In addition, AR telephony and conferencing applications may support asymmetrical and symmetrical experiences. In an asymmetrical case, one party is sending AR immersive media and the backchannel from other participants may be audio only, 2D video, etc. In a symmetrical case, all involved parties are sending and receiving AR immersive media.

*** End of Change #9 ***
*** Change #10 ***
[bookmark: _Toc80964211]6.5.5	Instantiation #2: DCMTSI-based architecture extension with immersive media processing
Compared with the instantiation for MTSI-based architecture extension, this instantiation emphasises that the IMS-AGW/MRF may support immersive media processing. It is necessity necessary for 5G EDGAR UEs with poor media capabilities. Figure 6.5.5-1 provides an DCMTSI-based architecture of AR conversational services for EDGAR UE. A 5G EDGAR UE integrated with DCMTSI client in terminal is denoted as an EDGAR-DCMTSI client. An EDGAR-DCMTSI client may request an AR application (i.e., an entry point) via a bootstrap data channel from the data channel server. An EDGAR-DCMTSI client may also generate or retrieve some AR specific data (e.g., pose and viewpoint information) which is transmitted via additional data channels, given that non-media data is handled by using SCTP as specified in IETF RFC 8831 [44]. When an EDGAR-DCMTSI client initiates an AR call with another one, the IMS-AGW/MRF with a support of immersive media processing may perform pre-rendering with the media stream originated from the parties of this AR session if they receive the corresponding AR-specific data (i.e. the pose and viewpoint information). 
EDGAR-DCMTSI clients negotiate the properties such as reliable or unreliable message transmission, in-order or out-of-order message delivery and an optional protocol for data channel using SDP as defined in IETF RFC 8864 [45]. Based on the user plane protocol stack for a basic MTSI client defined in clause 4.2 of TS 26.114 [15] and the clause 6.5 of IETF RFC 8827 [46], all data channels (e.g., both an AR application via bootstrap data channels and AR-specific data via additional data channels) are secured via DTLS.


Figure 6.5.5-1: DCMTSI-based conversational service architecture for EDGAR UE
Furthermore, the IMS-AGW/MRF with a support of immersive media processing are also desirable to 5G STAR UEs due to saving power consumption. Note that the IMS-AGW/MRF with a support of immersive media processing may perform pre-rendering based on the request of the STAR UEs carried in these additional data channels. Particularly, the logical function of immersive media processing may be integrated in the MRF or other media functions.
Figure 6.5.5-2 illustrates the procedure diagram for an immersive AR conversational with two party using EDGAR UEs including an EDGAR-DCMTSI client in the context of the IMS-AGW/MRF with a support of immersive media processing. The procedure is also applicable to establish an immersive AR call where the two parties of a session are STAR UEs or one is STAR UE and the other is EDGAR UE.


Figure 6.5.5-2: AR-DCMTSI client to AR-DCMTSI client call establishment for EDGAR UE
Editor’s NOTE: The call flow needs to be updated so as to illustrate also the case in which the media is transported via other channels than DCMTSI.
Assumptions:
-	AR immersive media may be sent over RTP/UDP/IP and/or SCTP/UDP/IP. 
-	AR immersive media may be negotiated and configured using SDP.
-	A data channel application may provide rich user experiences by utilizing both user’s underlying scene and pose of objects representing users in the scene.
Procedures:
1.	An EDGAR UE initiates a SIP INVITE request, containing the SDP offer with AR media capabilities.
2.	The call propagates to the terminating EDGAR UE.
3.	The terminating EDGAR UE returns an SDP answer in a SIP 183 progress message. The P-CSCF uses the SDP answer to allocate the required resources.
4.	The originating EDGAR UE generate a PRACK which is transited to the terminating side of the call.
5.	The originating EDGAR UE receives an associated 200 OK (PRACK).
6.	The terminating EDGAR UE reserves internal resources to reflect the SDP answer and configures media pipelines.
7.	The originating EDGAR UE sends a SIP UPDATE message with a new SDP offer confirming the selected media parameters.
8.	The 200 OK (UPDATE) response is received for the terminating STAR UE containing the SDP answer.
9.	The terminating EDGAR UE is now alerted and sends a SIP 180 Ringing response.
10.	When the terminating EDGAR UE has answered the call, it sends a 200 OK to the originating EDGAR UE.
11.	The terminating EDGAR UE receives the 200 OK, and sends a SIP ACK message to acknowledge that the call has been established.
12.	The EDGAR UEs retrieve a data channel application for AR through the bootstrap data channel. If the EDGAR UE enables to provide native AR application, this step is not required. 
13.	Any additional data channels created and used by the data channel application for AR itself are requested.
14.	The originating EDGAR UE initiates SIP re-INVITE request, containing an updated SDP offer to establish those additional data channels.
15.	The AS/S-CSCF identify an updated SDP offer for additional data channels and modify the "c=" as the IP address of the MRF, and then send this SDP offer to the remote party.
16.	The AS/S-CSCF send this updated SDP offer to the remote party.
17.	The AS/S-CSCF receive an updated SDP answer from the remote party.
18.	The AS/S-CSCF identify this updated SDP answer for additional data channels and modify the "c=" as the IP address of the MRF, and then send this SDP answer to the remote party.
19.	The additional data channels for the data channel application has been established. 
20.	The EDGAR UE processes the immersive media to be transmitted.
a.	The AR runtime function captures and processes the immersive media to be sent.
b.	The AR runtime function passes the immersive media data to the AR-DCMTSI client.
c.	The AR-DCMTSI client encodes the immersive media to be transmitted to the IMS-AGW/MRF supporting immersive media processing.
NOTE 1: The capturing process may be done by an external camera. In this case, the processing and encoding processes are done outside EDGAR UE (e.g., AR-DCMTSI client)
21.	The data channel application for AR collects the AR-specific data, and decides to send them to the AR-DCMTSI client if the AR experiences requires assistance from the network side.
22.	The AR-DCMTSI client sends the AR-specific data (e.g., virtual objects info) to the IMS-AGW/MRF via the designated data channel 1 based on the previous SDP negotiation.
23.	The IMS-AGW/MRF composes, renders and encodes the AR immersive media based on the received media stream and the AR-specific data from the originating party, and finally send them to the terminating party.
24.	The data channel application for AR collects the AR-specific data, and decides to send them to the AR-DCMTSI client if the AR experiences requires assistance from the network side.
25.	The AR-DCMTSI client sends the AR-specific data (e.g. pose info and/or viewport info) to the IMS-AGW/MRF via the designated data channel 2 based on the previous SDP negotiation.
26.	The IMS-AGW/MRF decodes and pre-renders media stream based on the received media stream from the terminating party and the AR-specific data from the originating party, and finally sends them to the originating party.
27.	The EDGAR UE processes the received immersive media.
a.	The AR-DCMTSI client decodes and process the received immersive media.
b.	The AR-DCMTSI client passes the immersive media data to the Lightweight Scene Manager.
The Lightweight Scene Manager renders the immersive media, which includes the registration of the AR content into the real world accordingly.

*** End of Change #10 ***
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