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[bookmark: _Hlk86961144]4.6.9	Joint workshop with Khronos and MPEG on "Streamed Media in Immersive Scene Descriptions"
3GPP also participated in a joint workshop with Khronos and MPEG on the topic of “Streamed Media in Immersive Scene Descriptions” in September 2021 in order to identify common and complementary aspects on defining networked media. All presentations are provided here [53][54]. The workshop attracted more than 200 participants. A survey was conducted among the participants and there was broad positive feedback on the event with a request to a follow-up within the next year. Details are available in [54]. An initial summary of main observations is provided as follows:
-	Complementary work – many touch points - collaboration seems to be beneficial
-	Specific topics identified, but may be digested further
-	glTF and extensions by MPEG-I Scene description
-	Tools and implementation support
-	Vulkan Video and VDI
-	Extended Realities: OpenXR, MPEG-I Phase 2 incl. AR, Interactivity and Haptics
-	Systems and Split Rendering: OpenXR, 3GPP connectivity, MPEG codecs
-	Challenges: Timelines, publication rules, IPR policies, membership
-	Opportunities: complementary expertise, implementation and developer support, joint promotion, focus
-	Proposed next steps: 
-	continue the discussion 
-	set up some kind of discussion platform

