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1. Introduction
This contribution proposes draft text for clause 4.1 General.
2. Proposed Text Change
*** Change #1 ***

[bookmark: _Toc73696138][bookmark: _Toc67919045][bookmark: _Toc73696147][bookmark: _Toc67919025][bookmark: _Toc73696109]4.1	General
Augmented reality composites virtual objects with reality. The compositing is a combination of light from real world and light presented on display to make them visible together to a user's eyes. It is essential to accurately predict the real-world image visible to the human eye, and to accurately position and present the virtual image on the display of AR glasses. To display a virtual image in front of a user's eyes, an optical see-through display must be installed between the real world and the user's eyes. As a method of mounting the display in front of the user's eyes, there are example methodologies such as wearing an HMD shaped device on the head, or wearing glasses shaped device in front of the user's eyes.
In order to identify a space in which to place the virtual image, a camera is required to acquire a live-action image visible to the human eye. It is called a vision camera. Since it is hard to accurately determine the distance of surrounding obstacles and the corresponding size with a two-dimensional image, images and parameters obtained using two or more vision cameras are required to construct a three-dimensional geometry around the user called user’s geometry. For example, the user's geometry can be constructed and updated by matching feature points in the two images pass through the pinholes of multiple different camera models, by inferring the location of the common feature points in space. Also, the position and direction of the AR glass on the user's geometry can be inferred and mapped. The perception of geometry and the mapping of AR glass in geometry is called Simultaneous Localization and Mapping (SLAM).
When an AR object is placed in the user’s geometry by user interaction, the AR object is anchored to a part of the geometry. If the users turn their head quickly, the augmentation and consistency between reality and the user's geometry might be broken temporarily, but it does not affect the anchor position of the AR object because the AR object is bound to the user’s geometry. More processing power and lower latency are required to ensure the consistency between reality and user's geometry even with the user's fast movements. Split rendering is one of those technologies when there is a need of more processing power than the AR glasses can handle. Split rendering divides the AR rendering processing workflow performed in stand-alone AR glasses into collaboration with AR glasses and 5G cloud/edge servers, and instead adds new necessary processes such as encoding, transmission, decoding, correction, etc. to the AR rendering processing workflow. Late State Reprojection (LSR) and Asynchronous Time Warping (ATW) are examples of techniques for correcting the difference occurred between the image and the user's location due to the latency of the necessary process added by split rendering. Based on the requested user's pose, the server process of LSR or ATW estimates when and where the user’s pose would be in the future then performs rendering under the estimations. The AR glasses warp the received rendering image in consideration of the current user's pose and the current time from the estimated rendering position and the time information provided by server.
*** End of Change #1 ***
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