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	First Change



[bookmark: _Toc67919019]4	Introduction to Glass-type AR/MR Devices
Editor’s Notes:
<Relevant to Objective #1>
1) Provide formal definitions for the functional structures of AR glasses, classified as device types of XR5G-A4 (standalone) and XR5G-A2, A5 (wirelessly tethered) in TR 26.928, including their capabilities and constraints with respect to communication, computing and graphics processing, tracking, sensors, display, and power consumption 
NOTE 1: Device type of XR5G-A3 (video see-through HMD) are not the primary scope of this study, but are not excluded per se.
[bookmark: _Toc67919020]4.1	General 
<Provides relevant definitions of core parts for AR glasses, such as vision, SLAM or localization, object recognition>
[bookmark: _Toc67919021]4.2	Device Functional StructureArchitecture
[bookmark: _Toc67919022]4.2.1	Device Functions

AR glasses contain various functions that are used to support a variety of different AR services as highlight by the different use cases in clause 5. AR devices share some common functionalities in order to create AR/XR experiences. Figure 4.2.1-1 provides a basic overview of the relevant functions of an AR device.
AR/MR Application: a software application that integrates audio-visual content into the user’s real-world environment. 

AR Run time: a set of functions that interface with a runtime to perform commonly required operations such as accessing controller/peripheral state, getting current and/or predicted tracking positions, and submitting rendered frames. Details are provided in clause 4.2.3.
Scene Manager: a set of functions that supports the application in arranging the logical and spatial representation of a graphical scene based on support from the AR Runtime. Details are provided in clause 4.2.4.
5G Media Access Function: A set of functions that enables access to media data that is needed in the scene in order to provide an AR experience. In the context of this report, the Media Access function typically uses 5G system functionalities to access media.
Peripheries: The collection of sensors, cameras, displays and other functionalities on the device that provide a physical connection to the environment.
Application



Figure 4.2.1-1: 5G AR Device Functions
AR glasses contain various functions that are used to support a variety of different AR services as highlight by the different use cases in clause 5.
The various functions that are essential for enabling AR glass-related services within an AR device functional structure include:
a)	Tracking and sensing (assigned to the AR Runtime)
-	Inside-out tracking for 6DoF user position
-	Eye Tracking
-	Hand Tracking
-	Sensors
b)	Capturing (Assigned to the peripheries)
-	Vision camera: capturing (in addition to tracking and sensing) of the user’s surroundings for vision related functions
-	Media camera: capturing of scenes or objects for media data generation where required
	NOTE: vision and media camera logical functions may be mapped to the same physical camera, or to separate cameras. Camera devices may also be attached to other device hardware (AR glasses or smartphone), or exist as a separate external device.
-	Microphones: capturing of audio sources including environmental audio sources as well as users’ voice.
c)	Basic AR functionsAR Runtime functions
-	2D media encoders: encoders providing compressed versions of camera visual data, microphone audio data and/or other sensor data.
-	2D media decoders: media decoders to decode visual/audio 2D media to be rendered and presented
-	Vision engine: engine which performs processing for AR related localisation, mapping, 6DoF pose generation, object detection etc., i.e. SLAM, objecting tracking, and media data objects. The main purpose of the vision engine is to “register” the device, i.e. the different sets of data from real and virtual world are transformed into the single world coordinate system.
-	Pose corrector: function for pose correction that helps stabilise AR media when the user. Typically, this is done by asynchronous time warping (ATW) or late stage reprojection (LSR). 
-	Compositor: compositing layers of images at different levels of depth for presentation

d)	AR/MR functionsScene Manager
-	Immersive media decoders: media decoders to decode compressed immersive media as inputs to the immersive media renderer.  Immersive media decoders include both 2D and 3D visual/audio media decoder functionalities.
-	Immersive media encoders: encoders providing compressed versions of visual/audio immersive media data.
-	Compositor: compositing layers of images at different levels of depth for presentation
-	scene graph handler: a function that supports the management of a scene graph that represents an object-based hierarchy of the geometry of a scene and permits interaction with the scene. 
-	Immersive media renderer: the generation of one (monoscopic displays) or two (stereoscopic displays) eye buffers from the visual content, typically using GPUs.  Rendering operations may be different depending on the rendering pipeline of the media, and may include 2D or 3D visual/audio rendering, as well as pose correction functionalities.
-	Immersive media reconstruction: process of capturing the shape and appearance of real objects.	
-	Semantic perception: process of converting signals captured on the AR glass into semantical concept. Typically uses some sort of AI/ML. Examples include object recognition, object classification, etc.	
e)	Media access function includes
-	Tethering and network interfaces for AR/MR immersive content delivery (assigned to the media access ction)
-	The AR glasses may be tethered through non-5G connectivity (wired, WiFi)
-	The AR glasses may be tethered through 5G connectivity
-	The AR glasses may be tethered through different flavours for 5G connectivity

-	Content Delivery: Connectivity and protocol framework to deliver the content and provide functionalities such as synchronization, encapsulation, loss and jitter management, bandwidth management, etc.
-	Codecs to compress the media provided in the scene.
-	2D media codecs
-	Immersive media decoders: media decoders to decode compressed immersive media as inputs to the immersive media renderer.  Immersive media decoders include both 2D and 3D visual/audio media decoder functionalities.
-	Immersive media encoders: encoders providing compressed versions of visual/audio immersive media data.

-	Media Session Handler: A service on the device that connects to 5G System Network functions, typically AFs, in order to support the delivery and QoS requirements for the media delivery. This may include prioritization, QoS requests, edge capability discovery, etc.-	The requirements for such a connectivity are for further study, in particular for different glass-types. (see for example https://docs.microsoft.com/en-us/azure/remote-rendering/reference/network-requirements)
-	Other media-delivery related functions such as security, encryption, etc.
f)	Physical Rendering (assigned to the peripheries)
-	Display: Optical see-through displays allow the user to see the real world “directly” (through a set of optical elements though). AR displays add virtual content by adding additional light on top of the light coming in from the real-world.	
-	Speakers: Speakers that allow to render the audio content to provide an immersive experience. A typical physical implementation are headphones.	Some good reads: https://www.linkedin.com/pulse/why-making-good-ar-displays-so-hard-daniel-wagner/ 
g)	AR/MR Application with additional unassigned functions
-	An application that makes use of the AR and MR capabilities to provide a user experience.
-	Semantic perception: process of converting signals captured on the AR glass into semantical concept. Typically uses some sort of AI/ML. Examples include object recognition, object classification, etc.
[bookmark: _Toc67919023]4.2.2	Generic reference device functional structure device types
[bookmark: _Toc67919024]4.2.2.1	Overview
In TR 26.928, different AR and VR device types had been introduced in clause 4.8. This clause provides an update and refinement in particular for AR devices. The focus in this clause mostly on functional components and not on physical implementation of the glass/HMD. Also, in the context the device is viewed as a UE, i.e. which functions are included in the UE.
A summary of the different device types is provided in Table 4.2.2.1-11. The table also covers:
-	how the devices are connected to get access to information an
-	where the 5G Uu modem is expected to be placed
-	where the basic AR functionsAR Runtime (as specified in 4.2.1) are placed
-	where the AR/MR functionsScene Manager (as specified in 4.2.1) are placed
-	where the AR/MR application is running
-	where the power supply/battery is placed.
In all glass device types, the sensors, cameras and microphones are on the device. 
The definition for Split AR/MR in Table 4.2.2.1-11 is as follows:
-	Split: the tethered device or external entity (cloud/edge) does some pre-processing (e.g, a pre-rendering of the viewport based on sensor and pose information), and the AR/MR device and/or tethered device performs a rendering considering the latest sensor information (e.g. applying pose correction). Different degrees of split exist, between different devices and entities. Similarly, vision engine functionalities and other AR/MR functions (such as AR/MR media reconstruction, encoding and decoding) can be subject to split computation.
Table 4.2.2.1-11: 5G Augmented Reality device types
	Device Type Name
	Reference
	Tethering
	5G Uu Modem
	Basic AR FunctionsAR Runtime
	AR/MR FunctionsScene Manager
	AR/MR Application
	Power Supply

	5G Standalone AR UE
	1: STAR
	N/A
	Device
	Device
	Device/Split 1)
	Device
	Device

	[bookmark: _Hlk63672024]5G EDGe-Dependent AR UE
	2: EDGAR
	N/A
	Device
	Device
	Split 1)
	Cloud/EdgeSplit
	Device

	5G WireLess Tethered AR UE
	3: WLAR
	802.11ad, 5G sidelink, etc.
	Tethered device
(phone/puck)
	Device
	Split 2)
	Tethered device
	Device

	5G Wired Tethered AR UE 3)
	4: WTAR
	USB-C
	Tethered device
(phone/puck)
	Tethered device
	Split 2)
	Tethered device
	Tethered device

	1) Cloud/Edge
2) Phone/Puck and/or Cloud/Edge
3) Not considered in this document



The Wired Tethered STAR Glass UE device type is for reference purposes only and not considered in this document as it is not included as part of the study item objectives. 
Generally, the STAR and WLAR device according to Table 4.2.2..1-1 are expected to have similar functionalities from a 5G System perspective.
Based on this, the focus is on three main different device types in the remainder of this document following the rows 1 to 3 in Table 4.2.2.1-11.
[bookmark: _Toc67919025]4.2.2.2	Type 1: 5G STandalone AR (STAR) UE
Figure 4.2..2.2-11 provides a functional structure for Type 1: 5G STandalone AR (STAR) UE.



[bookmark: _Hlk71668647]Figure 4.2.2.2-11: Functional structure for Type 1: 5G STandalone AR (STAR) UE
Main characteristics of Type 1: 5G STandalone AR (STAR) UE:
-	The STAR UE is a regular 5G UE. 5G connectivity is provided through an embedded 5G modem
-	User control isThe AR Runtime is local and uses input is obtained from sensors, audio inputs or video inputs
-	AR/MR functions are either on the AR/MR device, or splitThe AR Scene manager is local and provides immersive rendering capabilities. Support of compute on the network may be provided, but scenes can typically be composed on the UE. 
-	Some devices might have limited support for immersive media decoding and rendering and may need to rely on 5G cloud/edge. In this case the STAR UE may be assisted by an edge.
-	The AR/MR application is resident on the device
-	Due to the amount of processing required, such devices are likely to require a higher power consumption in comparison to the other device types.
-	Functionality is more important than design
-	As the device includes all UE functionalities, the application resides and pre-dominantly is executed on the device and all essential AR/MR functions are available for typical media processing use cases, the device referred to as STandalone AR (STAR) UE.
-	Media Access functions are provided that support the delivery of media content components over the 5G system. Examples of the media access functions are 5GMS functions, MTSI functions, web-connectivity or edge-related client functions. Detailed requirements are for study in this report.
NOTE: The UE may be extended for specific use cases with additional functions relevant for 5G System functionalities, in particular 5GMS functions, MTSI functions or edge-related client functions.
Editor’s Note: Updates may be added after alignment with TR 26.803.

[bookmark: _Toc67919026]4.2.2.3	Type 2: 5G EDGe-Dependent AR (EDGAR) UE
Figure 4.2.2.3-1 provides a functional structure for Type 2: 5G EDGe-Dependent AR (EDGAR) UE.


 Figure 4.2.2.3-1: Functional structure for Type 2: 5G EDGe-Dependent AR (EDGAR) UE
Main characteristics of Type 2: 5G EDGe-Dependent AR (EDGAR) UE:
-	The 5G EDGAR UE is a regular 5G UE. 5G connectivity is provided through an embedded 5G modem
-	The AR Runtime is local and uses User control is local and is obtained from sensors, audio inputs or video inputs.
-	Media processing is local, the device needs to embed all media codecs required for decoding pre-rendered viewports
-	The A basic lightweight scene manager isAR Functions are local to the AR/MR device, and the AR/MR functions are on the 5G cloud/edge, but the main scene management and composition is done on the cloud/edge. A scene description is generated and exchanged to established the split work flow.
-	The main AR/MR application resides on the cloud/edge, but a basic application functionality is on the UE to support regular UE functionalities and launching services and applications.
Editor’s Note: This basic application functionality needs to be added to the above diagram.
-	Power consumption on such glasses must be low enough to fit the form factors. Heat dissipation is essential.
-	Design is typically more important than functionality.
-	Basic media media access functions are provided that support the delivery of media content components over the 5G system, in particular cloud and split rendering supporting functions. Detailed requirements are for study in this report.
-	While the EDGAR UE may have additional functionalities, for example those available in a STAR UE, generally for media centric use cases processing needs to be supported by the edge.
NOTE: The UE is expected to be extended for specific use cases with additional functions relevant for 5G System functionalities, in particular 5GMS functions, MTSI functions or edge-related client functions. Hence, it is referred to as 5G EDGe-Dependent AR (EDGAR) UE.
Editor’s Note: Updates may be added after alignment with TR 26.803.

[bookmark: _Toc67919027]4.2.2.4	Type 3: 5G WireLess Tethered AR UE
Figure 4.2.2.4-13 provides a functional structure for Type 3: 5G WireLess Tethered AR UE.


 Figure 4.2.2.4-13: Functional structure for Type-3: 5G WireLess Tethered AR UE
Main characteristics of Type 3: 5G WireLess Tethered AR UE:
-	5G connectivity is provided through a tethered device which embeds the 5G modem. Wireless tethered connectivity is through WiFi or 5G sidelink. BLE (Bluetooth Low Energy) connectivity may be used for audio.
-	The AR Runtime is local and uses from sensors, audio inputs or video inputs, but may be assisted by functionalities on phone.User control is mostly provided locally to the AR/MR device; some remote user interactions may be initiated from the tethered device as well.
-	AR/MR functions (including SLAM/registration and pose correction) are either in the AR/MR device, or split. 
-	While media processing (for 2D media) can be done locally on to the AR glasses, heavy AR/MR media processing may be done on the AR/MR tethered device or split.
-	Some devices might have limited support for immersive media decoding and rendering and may need to rely on 5G cloud/edge
-	While such devices are likely to use significantly less processing than Type 1: 5G STAR devices by making use of the processing capabilities of the tethered device, they can still support a lot of local media and AR/MR processing. Such devices are expected to provide 8-10h of battery life while keeping a significantly low weight.
-	The tethered glass itself is not a regular 5G UE, but the combination of the glass and the phone results in a regular 5G UE.
-	Media Access functions are provided that support the delivery of media content components over the 5G system. Examples of the media access functions are 5GMS functions, MTSI functions, web-connectivity or edge-related client functions. Detailed requirements are for study in this report.
NOTE: The UE may be extended with additional functions relevant for 5G System functionalities, in particular 5GMS functions, MTSI functions or edge-related client functions.
4.2.3	AR Runtime
The AR Runtime is the software that implements a set of APIs to provide access to the underlying AR/VR hardware. AR Runtime typically provides the following functions:
· System capability discovery: allows applications to discovery capabilities of the AR headset
· Session management: manages an AR session and its state
· Registration and Tracking: creates XR spaces, registers to local environment, tracks reference spaces and objects throughout the lifetime of the AR session. This information is provided to the application on request.
· Input and Haptics: receives information about user’s actions, e.g. through usage of trackpads, and passes that information to the application. On request by the application, it can trigger haptics feedback using the AR headset and associated hardware.
· Rendering: synchronizes the display and renders the composited frame onto the AR headset displays. 
AR runtimes are usually extensible to add support for a wide range of AR headsets and controllers that are on the market or that might be released in the future. This will allow different vendors to add custom functionality such as gaze tracking, hand control, new reference spaces, etc…
Two key representative and standardized AR runtimes are OpenXR and WebXR. These are described in clause 4.4.4.

4.2.4	Scene Manager

A Scene Manager is a software component that is able to process a scene description and render the corresponding 3D scene. The Scene Manager parses the scene description to create a scene graph representation of the scene. For each node of the scene graph, it will request the necessary media components to correctly render the corresponding object. 
To render the scene, the Scene Manager may use a Graphics Engine such as Vulkan, OpenGL, Metal, DirectX, etc. Spatial audio is also handled by the Scene Manager based on a description of the audio scene.
The Scene Manager is able to understand the capabilities of the underlying hardware and system, to appropriately adjust the scene complexity and rendering process. The Scene Manager may, for instance, delegate some of the rendering tasks to an edge or remote server. As an example, the Scene Manager may only be capable to render a flattened 3D scene that has a single node with depth and color information. The light computation, animations, and flattening of the scene may be delegated to an edge server. 
Clause 4.4.5 provides a description of the MPEG Scene Description, which may be used as the entry point by the Scene Manager. 
4.2.5	5G Media Access Function
The media access function supports the AR UE to access and stream media. For this purpose, the media access function includes:
· Codecs: are used to compress the rich media. In several cases, not only a single instance of a codec per media type is needed, but multiple ones.
· Content Delivery Protocol: 
· 5G connectivity: a modem and 5G System functionalities.
· Media Session Handler: A generic function on the device to setup 5G System capabilities. This may setup edge functionalities, etc.

Example for media access functions are a 5GMSd client that includes a Media Session Handler and a Media Player, or a 5GMSu client with a Media Streamer. For more latency critical delivery, it is expected that other content delivery protocols as currently defined in TS 26.512 will be used. In this case, the basic function of Media Session Handler and a delivery client (which includes content delivery protocols and codecs) is expected to be maintained. Required functionalities, QoS requirements, integration into rendering platforms and other aspects are provided in this report for different use cases.
.
4.3	Basic Processes in a AR Session
An AR Session is established based on the basic following principles
<will be added based on commonalities of ARCore and OpenXR>
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