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1. Introduction
In the current draft version of the TR 26.955, adaptive streaming is identified as a key testing scenario for the evaluation of different codecs. In such a scenario, commonly a service may have to perform switching across different bitstreams coded at different resolutions and bitrates in order to provide the best possible experience to a particular client operating in a heterogeneous bandwidth environment. 
During a recent SA4 meeting it was proposed to use a convex hull approach for evaluating performance under adaptive streaming conditions. This contribution provides more details on, as well as the historical context of, this method, and includes an example template that could be appropriately formatted and used for this study.
2. Adaptive Streaming
Most if not all video-on-demand (VOD) services try to adapt the video streams streamed to each client according to their available bandwidth and viewing device capability [1]. In the case of a fixed bitrate ladder, content is split into multiple segments, e.g. of 2 to 10 seconds, with each segment encoded at multiple, predefined bitrate and resolution targets. This, in general, can provide for good enough quality for most content. However, for some cases and at a given operational point, the quality achieved could be sub-optimal (i.e., the content may be too difficult to encode) or the bandwidth usage could be unnecessarily high for the resulting quality (i.e., the content may be considered relatively easy to encode). An adaptive approach, where the bitrate ladder is built adaptively using appropriate combinations of bitrates and resolutions designed for each content segment, is preferred to better resolve such issues.
Given the considerable importance of VOD applications, test conditions that would mimic such application scenarios were proposed [2][3][4] during the development of the recently finalized VVC/H.266 video coding standard. The primary idea involved creating multiple versions of the same sequence at different resolutions and encoding each one of these versions at different operation points (i.e., using different Quantization parameters/QPs). The convex hull of these operation points, given their resulting bitrate and quality[footnoteRef:1], was then computed to derive the adaptive bitrate ladder for each sequence. It was shown [3] that such an approach could potentially have an impact in the standardization decision process since it was possible that a proposed algorithm could exhibit higher coding benefits when switching across resolutions than another related algorithm. By including adaptive streaming test conditions, similar to the ones defined in [3], such benefits could be identified. Unfortunately, and although there was some interest in the adoption of such an approach in the VVC standardization effort, this was proposed while the development activity was well underway. Given especially the additional testing cost such a method would be adding to all proponents, it was decided [6] that it would be more beneficial to adopt this method as part of the SW verification process instead of including it as new mandatory test condition in the JVET/VVC Common Test Conditions (CTC) document. [1:  Quality in this context was computed always with reference to the original, full reference, signal. This involved also upsampling of any downsampled content back to their original resolution prior to the computation of the appropriate distortion metric.] 

Ideally, one should be able to run all possible combinations of quantization parameters (or bitrate targets) and desirable resolutions to generate the possible operating points for a given sequence, and then determine the convex hull operating points. Unfortunately, such an approach is rather prohibitive in terms of computation. For example, the HEVC and AVC video coding specifications can support 52 different quantizer parameter (QP) values[footnoteRef:2] for 8-bit content. Generating bitstreams for all such QP values and for all desired resolutions is in general prohibitive. Thus, a solution that could provide an accurate description of the performance of a coding scheme while computing a reduced number of operational points is highly desirable. [2:  It should be highlighted that this is a somewhat simplified description since one could utilize additional methods, such as quantization matrices, quantization thresholding, lambda adjustments in the context of Lagrangian based mode decision and/or trellis quantization, etc., as well as methods for adaptive quantization or frame level QP adjustments, to adjust the rate-distortion operating points of an encoder.] 

One of the methods presented in [3][4] tried to avoid this problem by assuming that an anchor would have the same convex hull behavior as any of the subsequent tests that may be conducted using different encoders. That is, if we computed the anchor convex hull, e.g., by appropriately generating all possible operating points for a sequence, the resulting resolution + bitrate convex hull operating points could then be used for any subsequent test using another encoder. Unfortunately, it was determined that this assumption is not always accurate and that the true performance of a test encoder may be misrepresented using this method. in fact, there was also no guarantee with this approach that the resulting test result could have a monotonic behavior, which would impact the computation of the corresponding BD-rate metric. The approach also did not permit the adaptation of the results using different or new quality metrics that could be introduced in the evaluation process in the future. Only the selected points of the anchor given a particular metric, would be guaranteed to be at the convex hull. 
[image: ]
[bookmark: _Ref71295548]Figure 1. Adaptive Streaming and Convex Hull Generation using different data sampling
Instead, in an alternative method that was also presented in [3], it was suggested to perform encodings using fixed QP subsets at each resolution and for both anchor and test encoders. Then, the convex hull could be generated on the fly for both the anchor and the test using all of the generated points. Assuming that these generated points were close enough and they were "well behaved", this approach could potentially result in a good enough approximation of the overall convex hull for both the anchor and test. However, it was found that if some of the results collected were sparse, and especially near the neighborhood of a resolution transition point near the convex hull, such an approach might not always result in accurate BD-rate measurements. Figure 1 depicts an example scenario where for one sequence encoded at multiple operating points the convex hull is different when it is generated using all possible QP values and resolutions compared to when it is generated using a smaller subset. 
3. Interpolative Convex Hull Method 
To solve the above issue, the operating results (bitrate and objective measurements) for each resolution, and prior to the computation of the convex hull, were first interpolated. The idea behind this approach is very similar to that of the BD-rate computation [5] and uses the assumption that the curves of the logarithm of the bitrate and of common distortion metrics such as PSNR or SSIM are commonly monotonic and exhibit a piecewise linear behavior if well sampled. That implies that if those curves were sampled using N pivot points, using a simple interpolation method with those points, e.g., bilinear, bicubic, b-spline etc., could allow to create a relative accurate and very high precision approximation of such a curve. The more precise positions on this curve, which would include the original pivot points, could then be used to generate a more accurate convex hull that accounts for operating points across all selected resolutions. It can be seen from Figure 1 that in the depicted example the convex hull generated using the interpolated data is much closer to the convex hull generated using all possible generated data. 
It should be highlighted though that this approach guarantees that only the metric considered for the convex hull generation would be monotonic. For example, it is quite possible that if the convex hull was generated using the PSNR Y metric, that the resulting PSNR Cb/Cr or SSIM measurements for a given sequence might not be monotonic. In such a case, measurements for those metrics and for that sequence would not be available. However, and if there was a preference to optimize the bitstream selection in this context using a different metric, the above method could still be repeated for such other distortion metric and thus avoid this issue. 
In summary, we recommend the following approach to evaluate the behavior of different encoders in an adaptive streaming scenario: 
1. Downsample all reference sequences to predefined set of spatial resolutions. We recommend the following resolutions, assuming that the original anchor sequences are all at a resolution of 3840x2160
a. 3840x2160
b. 2560x1440
c. 1920x1080
d. 1280x720
e. 960x540
f. 640x360
Although downsampling can be performed using a variety of filters, we would recommend the use of the Lanczos filters (Lanczos 5 with appropriately set phases). These filters, as well as their corresponding upscaling filters, are quite popular and used by several applications. Their implementation is also available in the latest version of HDRTools [7]. 
2. The original and downscaled sequences can then be encoded using a Closed GOP[footnoteRef:3] Random Access (RA) configuration using the same prefixed set of quantization parameters. A broad QP operating range is recommended. For example, for HEVC encodings using the HM the base QP set {15, 20, 25, 30, 35, 40} could be used. In the case that the coding specifications tested had a different quantization scheme, the QP operating point for each corresponding encoder should be adjusted to cover a similar expected quality range. In this case, care should be taken that the coding structures among the different encoders tested is aligned.  [3:  Random access points should be all IDR based (or their equivalent in specifications that do not utilize the same terminology). We also strongly recommend disabling any temporal filtering if that is not an essential part of a coding specification. ] 

3. The resulting bitstreams from the previous step can then be decoded and upscaled to the original spatial resolution using the corresponding interpolation filters.
4. The final reconstructed videos, at the original spatial resolution, are then used to compute all appropriate quality metrics, using the original content as the reference. To reduce the work conducted by the group, we would recommend measuring PSNR Y, SSIM, MS-SSIM, and VMAF for all sequences. Assuming the 6 resolutions specified above and 6 QPs, this will result in 36 operational points (6 per resolution) associated with a bitrate number and 4 metrics per sequence.
5. For every sequence, an interpolation method is used on the 6 operational points corresponding to each resolution that generates additional intermediate, but approximate, operational points. It is recommended to introduce 7 intermediate points between two actual operational points using bilinear interpolation. Bilinear interpolation for bitrate is performed in the log domain. This will result in 5 x (7 + 1) + 1 = 41 operational points per resolution and a total of 246 operational points overall.
6. After obtaining all operational points for each sequence and test codec, the overall convex hull is computed.
7. For each tested encoder, all operational points on the convex hull are then used for BD-rate computations. BD‑rate is computed versus the anchor encoder, for which results were also generated using the same convex hull method. Given the broad bit-rate operational range that this process could result in, we strongly recommend to compute BD-rate not only for the overall range but also for bit-rate subranges, i.e., for low, medium, and high bitrates separately. The determination of such ranges is performed dynamically for each sequence and by looking at the minimum and maximum resulting bitrates achieved by the anchor. More details on this approach can be provided if needed.
An Excel template that includes VB scripts that perform all of the above steps, i.e., the interpolation of the operational points, convex hull generation, and the BD-rate computation given the convex hull operational points, is provided with this contribution.
4. Conclusion
It is proposed to include the description of the interpolative method in TR 26.955, in a new Clause, e.g., 5.5.5. The source and interested parties, could provide a pCR using any appropriate text from Clauses 2 and 3 above. The associated spreadsheet, as well as the appropriate HDRTools downscaling and upscaling configuration parameters, should also be included as attachments to the TR.
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