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1 Abstract
This contribution proposes a methodology and analysis to characterize the motion-to-sound latency of a headset delivering a dynamic binaural synthesis experience. In this investigation, the motion-to-sound latency is measured for three commercial dynamic binaural synthesis solutions (headset + smartphone).

2 Definition
In this work, the motion-to-sound latency (M2S) of a spatial audio headset is defined as the time elapsed for a motion event to be reflected at its acoustic output. This is consistent with a previous definition of total system latency, stated as “the time elapsed from the transduction of an event or action, until the consequences of that action are available to the listener” [1]. M2S is the smallest time metric that can characterize the end-to-end latency of commercial headsets: Although there have been efforts to measure constituent sub-latencies of audio renderers using system logs and modified filter sets, access to proprietary debugging tools is required, which may not be available in a commercial product. Moreover, the obtained measurements may not be externally valid when comparing between different headsets, as system topologies may vary between different equipment manufacturers (OEMs) when implementing the processing and rendering steps of a spatial audio system. Thus, the desired methodology and analysis must be robust to accommodate for the variability, to which M2S prevails.

3 Experimental Setup
3.1 Test Apparatus
In order to calculate M2S as defined above, the wearer’s head motion must be collected on the same timebase as the headset’s output signal. Although it is beneficial to collect a complete recording of head position for a more thorough analysis of commercial headsets, such an analysis is outside the scope of M2S latency. For the current contribution, only the moment at which motion begins must be recorded.
The device under test (DUT) is mounted on a GRAS 45CA binaural test fixture placed on a HEAD Acoustics HRT I motorized turntable. The entire acquisition is performed on a MATLAB script that communicates with the turntable and an audio interface over RS-485 and ASIO respectively.
Although turntable motion can be automated over an API provided by the manufacturer, it was found that a non-constant delay is introduced between execution of the turntable command and the actual start of motion, which presented issues in synchronizing timebases. Thus, the decision was made to record the motion directly on the audio interface, in effect using an audio input as a voltage data acquisition (DAQ) channel. This was accomplished with a modified version of the swing-arm apparatus documented in [2]. The current apparatus consists of a rigid armature extending from the axis of headset rotation, to which a floating voltage input of the interface is connected. At rest position, the armature is in contact with a conductive end-post at ground potential, which pulls the floating input low. When the turntable begins motion, the voltage contact is broken, resulting in a positive voltage spike in the floating input. For each trial, the headset starts at rest at an azimuth of 0° (i.e. phone is placed directly in front of the wearer) and turns 30° counter-clockwise over a velocity of 2 m/s [footnoteRef:1]. [1:  It is worth noting that the turntable moves with a non-constant acceleration, as the inertia of the platter is non-negligible when considering the torque required to begin motion. As a result, the turntable exhibits a quick ramp-up behavior. This should be examined in a more thorough analysis.] 

Three channels of an RME MADIface Pro interface were used (two channels for binaural headset output, one for contact DAQ) with a sampling rate of 192 kHz. The stimulus used for the headset consisted of a PCM pink noise sample encoded to the front-center channel of a 5.1 video without compression. For DUT 1, the stimulus was played locally on the handset. Due to limitations of file players and spatial audio support on DUT 2 and DUT 3, the stimulus was broadcasted from a personal computer and played on a network streaming player on the handset via a local area network. The figures below summarizes the apparatus described.
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Figure 1: Test Apparatus (left)

3.2 Analysis
The sweeping motion described above is repeated for a total of 20 trials for each DUT. Because of some playback errors, several trials had to be discarded – this is accounted for in the statistical analysis in Sec. 4. A three-channel signal is obtained for each trial, consisting of the binaural output of the headset (XBIN hereafter) and a mono signal containing the motion timestamps from the swing-arm apparatus described in Sec. 3.1 (XMOT hereafter).
To obtain the start-of-motion timestamp, signal XMOT is processed with a comparator that reduces the audio signal to a binary output when the recorded input exceeds -6 dBFS. The final timestamp is then identified as the first peak that occurs in the signal. This timestamp is defined as (t = 0), to which all other events in the trial are referenced.
[image: ]
Figure 2: Signals, synchronized at start-of-motion timestamp (red marker).
Because the turntable exhibits low-frequency mechanical noise during motion, signal BIN is band-passed with an eighth-order Butterworth filter with passband limits of 2000Hz and 8000Hz to mitigate interference. The addition of this filter adds approximately 0.8ms of group delay, which is compensated during calculation of M2S.
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Figure 3: Bandpass Filter Response
The band-passed XBIN signal is smoothed with a 2048-point RMS and a 65536-point moving average filter to yield XENV, the left side is subtracted from the right side to obtain a system level difference[footnoteRef:2] XSLD, which corresponds loosely with cross-power. This level difference is finally normalized to (t = 0). The normalization reflects the assumption that there is no level difference at rest (0° azimuth) and affords robustness against any level differences that may arise from headset fitting or microphone calibration errors. [2:  It should be noted that this difference should not be equated with an interaural level difference (ILD), which is an empirically-derived perceptual measure used to characterize binaural perception. The same applies to differentiate M2S as a system latency measure and interaural time difference (ITD) as a perceptual measure.
] 

Finally, the point at which XSLD exceeds a predetermined threshold is identified as the M2S for the given trial. Resulting M2S values are then aggregated and analyzed with the assumption that the M2S samples are normally distributed around a mean latency. For this work, the threshold to identify M2S was chosen to be 0.20 dB.

4 Results
[image: ]
Figure 4: DUT 1 Result
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Figure 5: DUT 2 Result
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Figure 6: DUT 3 Result
5. Conclusion
In this work, a methodology was proposed for measuring the M2S of different commercial headsets/smartphones that support head-tracking in a dynamic binaural synthesis use case. Three DUT’s were measured and compared, with collected M2S figures analyzed with a preliminary statistical analysis. It will also be of use to evaluate the robustness of this methodology using equipment compliant to extant standards [3]. The source proposes to consider this methodology for inclusion in the technical specifications for immersive audio test methods.
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