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1 Introduction
During the joint call between MBS and Video SWG on EMSA, a detailed discussion was held, which is repeated here:
Verbal report from Thomas Stockhammer, Qualcomm:
· Overview by Imed and input from the rapporteur of FS_5GSTAR.

· Need to align/converge the two specifications because they have drifted apart.

· Couldn’t complete discussion during the call.

· Need to integrate STAR architecture with the edge functions.

· Need to understand if/how (some of) the 20 STAR Use Cases related to the EMSA architecture.

· Recommend more joint working in future.

Thorsten:

· Not fully followed this for a while.

· EDGAR realisation without “M” interfaces between client and RAN. All collapsed into a single arrow.

· Would be good to expand it.

· How to get this done without attending too many Video SWG meetings.

· Can we work in EMSA and sync the architecture with the Video SWG?

· Can we expand the Split Rendering study in EMSA to cover the EDGAR concept?

Thomas:

· Impossible to follow everything!

· If we can’t converge in SA4…

· Architecture of M4/M5 is owned by us.

· But is Split Rendering using 5G Media Streaming or is it something new?

· Complex. Need to study interfaces.

· Needs more experts in the room.

Thorsten:

· M4 is highly media related; M5 less so.

· Need to avoid creating too much of a niche.

· No clear way forward now.

· Maybe need more joint meetings.

Fred:

· There is a 5GMS architecture in place from Rel-16.

· What needs to be added to the architecture to satisfy the new Use Cases, or what new architecture?

· Shouldn’t prevent 5GMS architecture being appropriate for those Use Cases.

· But this is all contribution-driven.

Iraj:

· Joint meeting was useful.

· If EMSA is finishing soon, MBS people will have more time to participate in joint meetings.

· Shouldn’t take a lot of work to resolve this.

Thomas:

· Yes to joint meeting with experts in the room.

· Is it all 5G Media Streaming?

· The 5GMS architecture is HTTP-based CDN streaming; Split Rendering has very different stateful connection between UE and server. May need different M5 interactions.

· Even in a conversational environment, architecture can involve split rendering too for compositing. Is this media streaming or do we create something different here?

Thorsten:

· Would be shame to use M5 only for Media Streaming.

· M4 aspects are currently very downlink media streaming driven.

Thomas:

· But many functions on M5 are irrelevant to Split Rendering.

Iraj:

· Classic case of extending existing architecture versus defining a new solution.

Thomas:

· “I fear MBMS”.

· Zero deployments of 5GMS right now.

· Danger of creating a monster by extending 5GMS architecture.

Fred:

· Encourage debate as early as possible.
2 Proposed Approach

In document 752 we proposed updates to 5G STAR

Figure 1 provides a functional structure for Type 1: 5G STandalone AR (STAR) UE.
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Figure 1: Functional structure for Type 1: 5G STandalone AR (STAR) UE
Media Access functions are provided that support the delivery of media content components over the 5G system. Examples of the media access functions are 5GMS functions, MTSI functions, web-connectivity or edge-related client functions. Detailed requirements are for study in this report.

Figure 2 provides a functional structure for Type 2: 5G EDGe-Dependent AR (EDGAR) UE.
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 Figure 2: Functional structure for Type 2: 5G EDGe-Dependent AR (EDGAR) UE
In a further context, we provide an idea of the Media access function.

The media access function supports the AR UE to access and stream media. For this purpose, the media access function includes:
· Codecs: are used to compress the rich media. In several cases, not only a single instance of a codec per media type is needed, but multiple ones.
· Content Delivery Protocol: 
· 5G connectivity: a modem and 5G System functionalities.
· Media Session Handler: A generic function on the device to setup 5G System capabilities. This may setup edge functionalities, etc.
Example for media access functions are a 5GMSd client that includes a Media Session Handler and a Media Player, or a 5GMSu client with a Media Streamer. For more latency critical delivery, it is expected that other content delivery protocols as currently defined in TS 26.512 will be used. In this case, the basic function of Media Session Handler and a delivery client (which includes content delivery protocols and codecs) is expected to be maintained. Required functionalities, QoS requirements, integration into rendering platforms and other aspects are provided in this report for different use cases.

And even further down in 754, we provide instantiations.

Figure 3 provides a basic extension of 5G Media Streaming for immersive media downlink using a STAR UE, when all essential AR/MR functions in an UE are available for typical media processing use cases. In addition to media delivery, also scene description data delivery is included.


[image: image3.emf]5G STAR UE

5GMSd Client

Sensors Cameras

Display

Speakers

AR/MR Application

5GMSd-Aware Application

User Input

AR Scene Manager AR Runtime

Immersive 

Audio

Renderer

Soundfield 

Mapping

Pose

Correction

Immersive 

Visual

Renderer

Compositor

Scene Graph Handler

Vision

Engine/SLAM

Pose

AR 

Data

5GMSd AS

Immersive

Media

Media Player

Media Playback  and Content Decryption 

Immersive

Media Decoders

Video

Audio

Capabilities

Playback

Subscriptions

and Notifications

Access 

Client

M2d

M1d

Segment Server

Manifest Server

5GMSd AF

5GMSd + 

AR/MR 

Application 

Provider

M4d

M5d

M8d

Media Session Handler

M6d

M7d

Scene Description

Delivery

Scene Data

Scene Description


Figure 6.2.3.1-1: STAR-based 5GMS Downlink Architecture

Based on this proposal, the delivery function is agnostic to a service, but includes some core functions, namely

· Codecs: are used to compress the rich media. In several cases, not only a single instance of a codec per media type is needed, but multiple ones.
· Content Delivery Protocol: 
· 5G connectivity: a modem and 5G System functionalities.
· Media Session Handler: A generic function on the device to setup 5G System capabilities. This may setup edge functionalities, etc.
3 Proposal
Based on these considerations it is proposed to
· Initially operate on abstract level when discussion use cases, but assume availability of the above functions
· Document requirements, functionalities and existing deployment functions

· Once the abstract analysis is done, identify if 

· extension of existing services is beneficial or 

· if a new service needs to be created
· if only components of the delivery system need to be specified

We believe this discussion should be continued and be done jointly with MBS and Video.[image: image4.png]
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