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Abstract: This contribution is provided to support the contribution S4a-V210674 which examines the architecture for 5G STAR Devices as proposed in figure 6.2.3.2-1 of the TR26.998 v 0.7.0 and recommends modifications. 

The contribution focuses entirely on the requirements of the AR/MR use cases defined in TR26.928 and TR26.998, and identifies the gaps in the current architecture of TR26.998 which will be addressed by the modifications proposed in contribution S4a-V210674. 

Background & Motivation
The 3GPP TR26.998 is being developed to guide future specifications for 5G services, however, upon careful analysis, the proposed architecture is found to be missing important functions or subfunctions. In addition, some functions and subfunctions are not thematically grouped. 

For background we recommend reading the S4-210436 contribution which contains tables showing mappings between proposed TR26.998 v 05.0 architecture and the ETSI ISG ARF functional architecture [1]. Table 2 contains functions and subfunctions which are needed but missing from proposed TR26.998 v 05.0 architecture.

Contribution S4a-V210674 examined the architecture for 5G STAR Devices as proposed in figure 6.2.3.2-1 of the TR26.998 v 0.7.0 and recommended modifications in the following three areas:

1. Sensors. We proposed to separate some sensors and to add the geospatial sensor.

2. Vision Engine. We proposed to replace the vision engine with 3 new components: Tracking, 3D mapping and Relocalization. Then, we proposed adding the provider of 3D world map for Relocalization. 

3. Media Player. Specifically we recommended to add in the architecture an “immersive scene manager.” It updates the immersive scene run time (to update the scene to reflect events in the real world). The Media Player would include the scene management and immersive media decoder and immersive media renderer. 

We also made recommendations and proposed modifications of figure 6.2.3.1-2.
Currently in figure 6.2.3.1-2, the AR/MR application is on the UE, but the scene management and renderer are on the puck. We do not believe this will work. 

It was asked, during the meeting on May 4, that we prepare this contribution based on a deep, systematic examination of the requirements of use cases in TR26.928 v. 1.0 and TR26.998 0.7.0. Specifically, the purpose of this contribution is to identify where and how the proposed modifications to the draft architecture would meet the requirements (and where/how the current/existing architecture in TR26.998 does not meet the requirements). 

This contribution will increase clarity and reduce future confusion and/or services about the modifications proposed in contribution S4a-V210674. 

Discussion
In contribution S4a-V210674, we recommended separating the vision engine into several subfunctions in order to distribute them (either on the UE or on the edge, as long as performance parameters can be met). More specifically, the relocalization subfunction and the mapping subfunction in current designs runs locally on the AR device (see Figure 2‑1). 

[image: ]
[bookmark: _Ref71620604]Figure 2‑1: Functions implemented in a Vision Engine (also called “AR runtime”), and interfaces with sensors and the Rendering Engine. The values in the parentheses indicate the expected data rate KPI.

In future implementations, these two subfunctions could be moved to a spatial computing server which could be hosted on the edge in order to limit the latency and offer a high quality experience to the end-user. 

Moving the relocalization and mapping subfunctions to the edge offers many advantages:
a. Large-scale registration: 3D registration of virtual content with the real world is performed by aligning both the user viewpoint and the virtual camera from which the virtual content is rendered. As a result, 3D registration requires estimating the pose (position and 6 DOF orientation) of the AR device with respect to the real world. To achieve vison-based 3D registration, the AR device must relocalize itself usually by matching the images captured by its vision sensors with a 3D map previously reconstructed (by the AR device itself or by other AR devices or external services). When targeting large scale environments (e.g., larger than a room) without distributed architecture, the map cannot be downloaded and entirely hosted on the personal device, and the computational complexity of relocalization requires high performance silicon and power from the AR device (EU). Offloading the mapping and the relocalization subfunctions from the performance-limited AR device to the edge allows large scale 3D registration. Experiences using network-based resources benefit from the lower cost and higher storage capacity and computation capabilities of the servers. 
b. Handling changing environments: As mentioned above, during relocalization, the AR device matches images captured by its vision sensors with the previously reconstructed 3D map in order to estimate its pose. One of the assumptions on which the relocalization subfunction is based is that the user’s environment is identical to that which was previously captured and stored. If the environment changes, the prior 3D map becomes outdated and the relocalization subfunction loses robustness or requires more images containing static elements. Thus, mapping the environment surrounding the AR device should be an ongoing, continuous process, updating the map data set. By maintaining the freshest possible 3D map, the relocalization of the AR device will continue without interruptions.
c. Multi-user support: When an AR experience involves more than one user and when these users share AR content within the same environment, the pose of each AR device must be obtained in a common coordinate reference system. The shared pose in a common coordinate reference system can best be achieved using the same 3D map for relocalization. Sharing a common, edge-based 3D map (instead of using a different map on each device) permits consistent co-located AR experiences.
d. 3D scanning: Some AR use cases (those that share a real object in a multi-location AR experience) involve use of 3D scans of elements of the real world and sending them to the AR devices of other users. The 3D scans can be produced on some AR devices equipped with dedicated sensors (LiDAR, depth camera, stereo camera) and with high performance computing capacity. But for low resource AR devices equipped with only a RGB camera, moving this 3D scanning into the edge is mandatory. This is especially critical when the scale of the elements to be captured is large.

The Table 2‑1 lists the AR use cases described in TR 26.928 and in TR26.998. For each use case, the table specifies:
- the scale of the environment requiring 3D registration, 
- if this environment changes significantly over time, 
- if the use case involves several users, and 
- if it requires 3D scanning of one or more elements of the real world. 

Based on use case characteristics described in the TR26.928, the table shows the cases in which running spatial computing functions on the edge (such as the relocalization or the 3D mapping) is recommended.  

	No.
	Use Case
	RegistrationScale
	Change in the real world over time
	Multi-user
	3D scanning
	Spatial computing on edge recommended

	1
	3D Image Messaging
	Room scale
	Low
	Yes
	Object
	Probably

	2
	AR Sharing
	Room scale
	Low
	Yes
	No
	No

	4
	Emotional Streaming
	Room or building scale
	Low
	Yes
	User
	Yes

	7
	Real-time 3D Communication
	User scale
	Low
	Yes
	No
	No

	8
	AR guided assistant at remote location (industrial services)
	Factory scale
	High
	Yes
	Machines
	Yes

	9
	Police Critical Mission with AR
	Building scale
	High
	Yes
	Scene
	Yes

	10
	Online shopping from a catalogue – downloading
	Room scale
	Low
	No
	No
	No

	11
	Real-time communication with the shop assistant
	Room scale
	Low
	Yes
	No
	No

	12
	360-degree conference meeting
	Room scale
	Low
	Yes
	User 
	Probably

	13
	3D shared experience
	Room scale
	Low
	Yes
	User and scene
	Probably

	15
	XR Meeting
	Conference room scale
	Low
	Yes
	Conference room
	Yes

	16
	Convention / Poster Session
	Booth scale
	Low
	Yes
	Booth
	Probably

	17
	AR animated avatar calls
	City scale
	High
	Yes
	User
	Yes

	18
	AR avatar multi-party calls
	City scale
	High
	Yes
	No
	Yes

	19
	Front-facing camera video multi-party calls
	No registration
	N.A.
	Yes
	No
	No

	20
	AR Streaming with Localization Registry
	Room or Museum scale
	Medium
	Yes
	Room or Museum
	Yes

	22
	5G Online Gaming party
	City scale
	High
	Yes
	City 
	Yes

	23
	5G Spatial Shared Data
	Airport scale
	High
	Yes
	Airport
	Yes


[bookmark: _Ref71486656]Table 2‑1: AR use cases described in TR 26.928 and listed in TR26.998. For each use case, the table specifies the scale of the 3D registration, if the environment of the user changes over time, if it is a multi-user use case, and if the use case requires to scan and send any real world elements. Depending on these characteristics, the last column indicates if moving spatial computing functions to the edge is recommended.

Conclusion/Recommendation 
In order to futureproof the work of 3GPP SA4, it is recommended to take into account the above points concerning the proposed TR26.998 architecture.

A pCR could be drafted if the group agrees to revise sections 4.2.1 and 4.2.3; this will allow us to also extend the mapping to 5GMS (TR26.501).
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