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1 [bookmark: _GoBack]Introduction
The latest version of the CR for supporting ITT4RT supports only the use cases in the PD where there is one 360 video in an ITT4RT conference.  As part of phase 2, this contribution discusses the use cases and support for multiple 360 videos as introduced in the PD.

2 Use cases
Possible multiple 360 video use cases are described under clause 2 of the Permanent Document (v0.10.1).
The related text is copied below for reference:
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The use case aims to enable immersive experience for remote terminals joining teleconferencing and telepresence sessions, with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network. 
Private side communication is also expected to be enabled as part of this use case. For instance, two users attending the conference may wish to talk privately and do not want to be heard by others. In this case, the audio information exchanged between these two users should not be transmitted to others, and the content of their conversation should be protected and only be fully rendered on their devices. Others may know that these users are interacting but would not be able to hear the specific content.

A special variation of this use case is when the 360 camera capture occurs not in a conference room but on a user device. [Requirements associated with this variation are TBD. Unless users in the conference room wear HMDs, is this feasible? For example, how would the viewing orientation of the conference room be determined for the 360 video captured by the user device of a remote participant? This seems only possible if there is only one user in the meeting room, and the display in the meeting room has a camera for tracking the position of the single user in the conference room.]

In the third scenario, multiple conference rooms are sending 360-degree video to an MRF/MCU. The rooms may choose to receive 2D video streams from other participants including one of the other rooms, which is displayed on the screen in the room. A pictorial representation is shown in Figure 2.3. 
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Figure 2.3: Multiple rooms with 360-degree video

Furthermore, 
· The remote (single) users can choose to view any one or none (e.g., when only viewing the screenshare) of the available 360-degree videos from the multiple rooms. Switching from one room to another may be triggered manually, or using other mechanisms, such as, viewing direction or dominant speaker. However, for the case of the dominant speaker, it is important to consider effects of motion sickness while switching from one video to another as the user may not be sufficiently prepared for the switch. 

As included in the text above, there may be a use case where there are multiple conference rooms from A, each of which contain a 360 camera sending 360 video to the MRF/MCU.  Furthermore, a special variation mentioned includes the possibility of 360 video that is captured from a remote participant’s user device.

With these use cases, there is a need for supporting multiple 360 videos in the SDP, more specifically in order to identify the source of the 360 video, and to allow remote participants to be able to select a desired 360 video (with or without restrictions).

3 Possible solutions
Support for multiple 360 videos should utilise the already defined attributes for 360 video in the current CR, with additional information for the possible identification of the 360 video source, as well as possible limitations to the selectable group by a remote participant.

Identifying a 360 video under from a multiple of 360 video media streams
360 video media are identified by either the a=3gpp_360video or a=3gpp_fisheye media line attributes.
When there are multiple 360 videos each from a different source, 360 videos from the conferencing location (conference rooms) shall include under its m-line the ‘content’ attribute.
· 360 video from the main default conference room shall include the ‘content’ attribute with its value set to ‘main’
· 360 video from other conference rooms that are not the main default conference room shall the ‘content’ attribute with its value set to ‘alt’
· 360 video from other remote participants (user devices) shall not include the ‘content’ attribute.

Use of the ITT4RT group attribute to restrict possible selection combinations
The itt4rt_group attribute defines one group using mids, where the list of mids in the itt4rt_group shall include at least one mid associated with 360-degree media and at least one mid associated with an overlay as defined by the mid attribute in the corresponding media description.	Comment by Eric Yip: Question to group: do all non 360-videos have to be specified as overlays? How about 2D video which can be received and handled by the application?
When there are multiple 360 videos from multiple sources, there may be multiple groups under the itt4rt_group attribute, with each group containing one mid associated with 360-degree media, and other mids associated with 2D video media from sources not corresponding to that of the 360-degree media source specified inside the group.  These 2D video media may or may not be defined as overlays.
An example ABNF syntax may be:
a = itt4rt_group: <mid1> SP <mid2> SP <mid3> SP ; <mid4> SP <mid5> SP <mid6> SP ; …

Offering 2D video from a 360 video source
When there are multiple 360 videos from different sources in the conference, a remote participant will typically receive only one 360 video from a given source at any given time.  For other sources which also offer 360 video, an alternative 2D video media stream may also be offered in the SDP offer by the MRF/MCU.  Such 2D video may be sent from the original source to the MRF/MCU, or may alternatively be created by the MRF/MCU from the original source 360 video.
When alternative 2D video is available from the MRF/MCU, this alternative 2D video may be included under the same media line as the 360 video from the same source (as a different format number/payload type), or as a separate media line altogether.  When alternative 2D video from a 360 video conference room source is offered as a separate media line, these media lines shall also include the ‘content’ attribute with its value set to ‘main’ or ‘alt’, in accordance with the equivalent 360 video media lines.

4 Proposal
We propose to include the text in sections 2 and 3 into the PD, and the text in section 3 into the next version of the dCR according to discussions and agreements.
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