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Abstract
Two different systems for HDR production have been specified in ITU-R BT.2100 [1]: Perceptual Quantizer (PQ) and Hybrid Log–Gamma (HLG). Both are now well established in existing standards and in professional and consumer equipment, but 3GPP TS 26.118 v16.1.1 (2021-01) [2] includes only a PQ profile for use in Release 16 Virtual Reality (VR) streaming applications.
Both PQ and HLG are included in television production and distribution chain standards and guidelines. This widespread inclusion indicates an industry consensus that there is a need for both PQ and HLG to be supported. In particular, the 3GPP video profiles for television in TS 26.116 [3] include both HLG and PQ.
The VR video profiles specified by 3GPP should be aligned with those in wider industry, to include both PQ and HLG. This would enable a complete chain of VR production and distribution to operate using whichever HDR system is best suited to the application. PQ-only VR would require new production workflows to be established, involving costly conversion steps for applications where HLG is chosen for production or display purposes.

The sources of this contribution propose the inclusion of HLG within TS 26.118 [2], aligning the 3GPP Virtual Reality video profiles with both the video profiles within 3GPP and with wider industry consensus.

1.
Background & Motivation
HLG has been shown to have benefits in production, especially for live events, and for compatibility with viewing devices with a range of capabilities and has therefore been adopted as the preferred system for television by many significant content producers and distributors. At the time of writing, 52 of the 82 HDR services listed on the Ultra HD Forum service tracker [4] use HLG.
Whist production of Virtual Reality content is comparatively less mature, the same benefits of HLG production will apply, with the additional benefit of compatibility with existing HDR workflows. Omitting HLG would imply a full conversion of any HLG content, which carries with it an overhead of transcoder time and additional processing, as well as the possibility of increasing quantisation noise.
This has been recognised by other organisations concerned with VR production, including the VR Industry Forum, whose guidelines [5] explicitly specify the inclusion of both PQ and HLG (Table 9). To align the 3GPP Virtual Reality profiles with the wider industry consensus, we would like to include HLG within TS 26.118 [2].
2.
Discussion
2.1
HDR in complex productions

Most live television programmes use a mix of cameras, from different manufacturers and with different transfer functions and different dynamic ranges. The HLG system is scene-referred, and hence directly relates the signal to the light in the scene via the camera transfer function. This makes matching diverse cameras in a complex production simpler with HLG than with a display-referred approach such as PQ. Using HLG in production also makes it straightforward to have a single production workflow [6] to create both an HDR and SDR version of the content, using a look-up table (LUT) to automatically produce SDR from an HDR master. For PQ, it is very much harder to colour match cameras from different vendors and with different capabilities. Notably, PQ is not supported natively in many professional cameras. For these reasons, HLG has become the predominant HDR system for live HDR television (e.g. the Football World Cup 2018 [7], the wedding of the Duke and Duchess of Sussex [8], Super Bowl 2020, Winter Olympics 2018 [9], Wimbledon 2018 [10]; see also the UHD Forum Service Tracker [4]).

In production for live VR, it will still be necessary to match diverse cameras, and to minimise production costs by using a single HDR workflow, so HLG is likely to be used in these applications as well. Whilst a large proportion of VR applications will use non-live content, we would not want to exclude the possibility of streaming events such as sports matches or concerts in VR.

Whilst HLG has benefits for live production, its use is not limited to live material. Some of the world’s biggest broadcasters (including the BBC, NHK, and Sky) use HLG for both live and pre-recorded on-demand content. With HLG workflows already in place for television, early trials of HDR VR production are likely to adopt HLG to minimise the development time. A requirement for PQ-only VR would inhibit early testing, because completely new production workflows would need to be established.

2.2
Compatibility with different display devices

There will always be a range of different display devices available to consumers. Currently, for display of VR, display devices include sophisticated head-mounted devices that allow the complete exclusion of the viewer’s visual surroundings, and 2D displays such as phones and tablets that allow the user to explore a virtual space with the device either attached to a headset or held in the hand. These can encompass a wide range of peak luminance levels, for example, one Oculus Rift has been measured as having 94 cd/m2 peak luminance [11] and Apple’s iPhone 12 Pro [12] has a maximum luminance of 1200 cd/m2.

HLG natively adapts to display devices with different peak luminance values, using a gamma function to adjust the display for human eye adaptation. The whole HLG signal is always displayed, which means a single signal can serve a wide range of devices. This has been demonstrated for 2D video, with the same HLG signal being used for display in a cinema with 110 cd/m2 peak luminance as was transmitted for home viewing on the latest HDR displays with over 1000 cd/m2 peak luminance. For PQ, when the device capabilities do not extend to the full signal range, some down-mapping is needed. Proprietary methods exist for adapting PQ to different display devices automatically, but these are not standardised, so the quality is likely to vary. The best quality down-mapping for such a diverse range of displays can only be achieved with a costly manual re-grade.
Many distributors are therefore likely to favour HLG for VR applications where they are required to serve a wide range of devices.

HLG is also able to adapt natively to different viewing environments, by adjusting the display gamma function. Looking to the future, the related technology of augmented reality (AR) will benefit from this. A typical AR application might involve superimposing media on a real environment that is subject to change as the user moves, perhaps from indoors to outdoors. In these circumstances it would be essential for the display device to be able to easily adapt the media for surrounding conditions, to account for the viewer’s change in eye adaptation. It would therefore be extremely desirable for any future AR specifications to include HLG. Video profiles for VR and AR should also be aligned.

2.3
Alignment with other standards

2.3.1
Established requirements for television
Following extensive debate in the wider industry, both PQ and HLG are now well-established in standards and guidelines covering the complete television production and distribution chain [1, 3, 13, 14, 15, 16, 17, 18, 19, 20]. The widespread inclusion of both systems indicates an industry consensus that there is a need for both PQ and HLG to be supported. In particular, the 3GPP video profiles for television in TS 26.116 [3] include both HLG and PQ. It would be beneficial to align the VR and video profiles within 3GPP.

2.3.2
Requirements for virtual reality

A need for both PQ and HLG has also been recognised in requirements for virtual reality in other organisations:
· VR Industry Forum Guidelines, version 2.0, June 2019, includes both PQ and HLG transfer functions (Table 9) [5].
· ITU-R BT.2123-0, “Video parameter values for advanced immersive audio-visual systems for production and international programme exchange in broadcasting,” February 2019, specifies BT.2100 (complete), implicitly including both PQ and HLG [21].
· ISO/IEC 23090-2:2019, “Information technology — Coded representation of immersive media — Part 2: Omnidirectional media format [22] specifies HEVC [13] or AVC [14] encoding, both of which include PQ and HLG.
· ISO/IEC 23090‑3:2021 | ITU-T H.266, “Versatile Video Coding”, August 2020, explicitly targets both PQ and HLG, as well as immersive media applications, in its stated purpose [23].
Video profiles in 3GPP TS 26.118 [2] should be aligned with those in wider industry, to include both PQ and HLG. This would enable a complete chain of VR production and distribution to operate using whichever HDR system is best suited to the application. A PQ-only streaming link would imply costly conversion steps for applications where HLG is chosen for production or display purposes.

2.3.3
Potential future standards for AR

Augmented reality is a closely related technology to virtual reality and includes additional applications where HLG would be highly beneficial (see section 2.2, above). It would therefore be desirable for both VR and future AR specifications to include both PQ and HLG transfer characteristics.
3.
Conclusion
The widespread inclusion of HLG in standards and guidelines covering the complete television production and distribution chain indicates an industry consensus that there is a need for HLG to be supported. It would be beneficial to align the VR video profiles to the 3GPP video profiles for television (TS 26.116 [3]) which already include HLG, alongside PQ.

These VR video profiles should include HLG (and PQ) so that they are aligned with those in wider industry. This would enable a complete chain of VR production and distribution to operate using whichever HDR system is best suited to the application. When HLG is chosen for production purposes, PQ-only VR would require new production workflows to be established that involve complex and potentially costly conversion steps that would adversely impact the quality of the VR end user experience.
4.
Proposal
We propose the inclusion of HLG within 3GPP TS 26.118 [2].
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