
Page 4
Draft prETS 300 ???: Month YYYY
TSG SA4#113-e meeting	S4-210531
06-14 April 2021, online
[bookmark: _Hlk68080329]Source:	HEAD acoustics GmbH
Title:	Headphone playback analysis for ATIAS
Document for:	Discussion
Introduction
Testing of immersive communication systems is a more challenging task than testing conventional communication systems. While all the important aspects of conventional systems are still of interest, there are additional degrees of freedom that an immersive system offers which need to be considered in the test design. We previously presented both the approach to rely on reference scenarios in [1] and acoustic measurements of a conferencing situation to provide an example of such a reference scenario in [2]. Recordings with simplified communication systems were previously presented in [3].
This contribution presents additional measurements that were conducted to investigate whether an analysis of the frequency responses is capable of assessing the system performance with respect to the spatial properties. Following up on the previous recordings with simplified communication systems, different approaches for headphone recordings are shown here. As in previous contributions, the target is not to propose or develop a communication system but to introduce different degradations and to assess their impact on possible quality metrics.
Conferencing Setup
The conferencing setup consists of multiple talking and listening head and torso simulators (HATS) in a static arrangement. Figure 1 illustrates the situation: a circular distribution with three talking HATS and three listening HATS located around a table. The table has a diameter of 100 cm and the HATS are positioned in the group audio terminal position from ITU-T P.341 [4] (i.e., at a distance of 80 cm from the center of the table). The three positions on the talking side of the table are denoted A1, A2 and A3 in the following. The three positions on the listening side are B1, B2 and B3. The angles between neighboring positions on the talking as well as on the listening side are 45°. 
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[bookmark: _Ref29887570]Figure 1: Example communication scenario

The devices are positioned where they are supposed to be positioned relative to the talkers and listeners, e.g., for group audio terminals, this would be in the middle of the table. 
Due to lack of real immersive communication devices, several "pseudo-capturing" (send) and "pseudo-rendering" (receive) approaches for headphone playback are investigated in this contribution:
Signal capture
1) As a best possible case for this setup, the actual recordings from the original reference setup could be used. These signals are not available in a realistic setup, but this measurement should provide information for the interpretation of the other headphone cases.
2) The two-channel recording from the microphone arrangement can be used.
Signal rendering
1) Directly using the binaural recordings:
The presentation of diffuse-field equalized recordings via diffuse-field equalized headphones can be regarded as a "high-quality pseudo-rendering" and should be quite close to the original scene.
2) Directly using the A-B stereo recordings:
This signal is easily obtainable in a realistic setup, but it might be expected that the perception does not resemble the original scene particularly well. All listeners in this case would listen to the same signals.
3) Using the A-B stereo recordings filtered by listener-specific transfer functions:
To take the listener position into account, a filtering with transfer functions would be applied. This is still something that is conceivable in a real application (with premeasured transfer functions that are then applied while using the system) but should improve upon the approach of directly using the stereo recordings.
The measurement results for the three rendering approaches with their corresponding signal capture (capture 1 for rendering 1 and capture 2 for rendering 2 and 3, respectively) are presented in the following. As in the previous contributions on this topic, three different transfer paths are considered exemplarily here:
· From A1 to B1 (talker to the left of the listener)
· From A2 to B2 (talker opposite to the listener)
· From A2 to B3 (talker slightly to the right of the listener)
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Figure 2: The three considered transfer paths
And following the investigation in [3] the interaural frequency response difference between frequency responses of the entire transmission path from the talker to the left and right ear is presented as a proposal for the quantification of the spatial perception of the listener. It is known from studies on human perception that interaural differences are among the strongest features that are used to localize sound sources. In addition to the interaural frequency response difference, active speech levels (ASL) according to ITU-T P.56 [5]are reported as well. The analysis of the frequency responses herein is carried out based on logarithmic sweep recordings while the active speech levels are calculated from a sequence of speech utterances in British Englisch from ITU-T P.501 [6].
Example – Playback of binaural recordings
This approach uses signal capture method 1, the actual recordings from the original reference setup and presents them via diffuse-field equalized headphones to the listener. This approach inherently replicates all aspects of the spatial properties of the scenario.
The results for the three different transfer paths are in Figure 3, Figure 4 and Figure 5. In all figures, the results for the original reference scenario are depicted in orange while the results for the investigated approach are depicted in blue.
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[bookmark: _Ref68077690]Figure 3: Playback of binaural recordings: Interaural frequency response difference for A1 to B1 (relative position: listener to the right of the talker)
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[bookmark: _Ref68077692]Figure 4: Playback of binaural recordings: Interaural frequency response difference for A2 to B2 (relative position: listener opposite to the talker)
[image: ]
[bookmark: _Ref68077693]Figure 5: Playback of binaural recordings: Interaural frequency response difference for A2 to B3 (relative position: listener slightly to the left of the talker)
It can be observed that the interaural frequency response differences are very similar for all three paths apart from some deviations for higher frequencies. Given that there are no systematic degradations in this approach, it is not surprising that the curves are very similar, the approach is included to serve as an upper bound for the performance of headphone playback approaches.
The same observation holds for the active speech levels which are shown in Table 1 for the left ear and the right ear along with the difference between the two. The values for the reference scenario are given in brackets for all cases.
[bookmark: _Ref68097998]Table 1: Active speech levels for playback of binaural recordings
	Transfer path
	ASL left (reference)
	ASL right (reference)
	ASL left-right (reference)

	A1B1
	71.9 dB (72.0 dB)
	68.6 dB (67.8 dB)
	3.4 dB (4.2 dB)

	A2B2
	74.0 dB (74.1 dB)
	72.8 dB (73.0 dB)
	1.1 dB (1.1 dB)

	A2B3
	71.8 dB (71.7 dB)
	72.9 dB (73.3 dB)
	-1.1 dB (-1.6 dB)


The active speech levels closely match the values for the reference scenario.
Example – Playback of stereo microphone recordings
This approach uses signal capture method 2, the stereo microphone recordings made with a microphone pair on the table in the original reference setup and directly presents them via headphones to the listener. This approach takes spatial properties on the sending/talking side into account as the recorded signals differ for different talkers. It does not consider spatial properties of the receiving/listening side as all listeners receive the same signals.
The results for the three different transfer paths are in Figure 6, Figure 7 and Figure 8. As before, the results for the original reference scenario are depicted in orange while the results for the investigated approach are depicted in blue.
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[bookmark: _Ref68080113]Figure 6: Playback of stereo microphone recordings: Interaural frequency response difference for A1 to B1 (relative position: listener to the right of the talker)
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[bookmark: _Ref68080115]Figure 7: Playback of stereo microphone recordings: Interaural frequency response difference for A2 to B2 (relative position: listener opposite to the talker)
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[bookmark: _Ref68080117]Figure 8: Playback of stereo microphone recordings: Interaural frequency response difference for A2 to B3 (relative position: listener slightly to the left of the talker)
There are obviously larger deviations for this approach. Only the symmetric setup from A2 to B2 is replicated well apart from some large deviations for lower frequencies. There is some spatial information visible in the case from A1 to B1, but it only marginally resembles the interaural frequency response difference for the reference scenario.
The active speech levels and the active speech level difference are shown in Table 2.
[bookmark: _Ref68098241]Table 2: Active speech levels for playback of stereo microphone recordings
	Transfer path
	ASL left (reference)
	ASL right (reference)
	ASL left-right (reference)

	A1B1
	69.2 dB (72.0 dB)
	66.2 dB (67.8 dB)
	3.0 dB (4.2 dB)

	A2B2
	76.7 dB (74.1 dB)
	76.9 dB (73.0 dB)
	-0.2 dB (1.1 dB)

	A2B3
	76.7 dB (71.7 dB)
	76.9 dB (73.3 dB)
	-0.2 dB (-1.6 dB)


Even though the interaural frequency response differences do not match the reference scenario well, the ASL differences are decent for the first case (A1B1). The fact that the listener position is not considered in this approach leads to the last two paths having the same results (-0.2 dB) which are coincidentally almost in the middle between the two values for the reference scenario (1.1 dB and -1.6 dB).
Example – Playback of filtered stereo microphone recordings
While the other two approaches directly present audio recordings to the listeners, this approach uses some signal processing in its rendering stage. The stereo microphone recordings from the original reference setup are used as the input to a static binaural (pseudo-)rendering. This rendering needs four impulse responses for each combination of stereo loudspeaker setup and listener position: 
· From the left loudspeaker to the left ear of the listener: 
· From the left loudspeaker to the right ear of the listener: 
· From the right loudspeaker to the left ear of the listener: 
· From the right loudspeaker to the right ear of the listener: 
Two sets of these impulse responses were measured for two variations of a stereo loudspeaker setup with different distances between the loudspeakers. The center of the loudspeakers were 52 cm apart for the narrow setup and 84 cm apart for the wide setup (cf. Figure 9). As this investigation focuses on the assessment of spatial properties by means of interaural differences, no level correction or equalization of the frequency responses of the components of the system (besides a compensation of the frequency response of the loudspeaker for the measurement of the impulse responses) was applied. Their effect would be symmetrical and thus cancel out in all interaural analyses.
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[bookmark: _Ref68099253]Figure 9: Setups for measuring the impulse responses – left: narrow stereo setup, right: wide stereo setup
The binaural rendering was carried out by filtering the two channels of the stereo microphone recording  with the corresponding impulse responses and summing to get the two channels of a binaural signal :


This binaural signal is then played back over headphones. In comparison to the other approaches presented in the previous clauses, this method only uses signals that are in general available in a realistic communication system as well (the impulse responses measured beforehand could be stored and used for real-time processing) and takes the listener position into account.
The results for the three different transfer paths are in Figure 10, Figure 11 and Figure 12. As before, the results for the original reference scenario are depicted in orange while the results for the investigated approach are depicted in blue.
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[bookmark: _Ref68080169]Figure 10: Playback of filtered stereo microphone recordings: Interaural frequency response difference for A1 to B1 (relative position: listener to the right of the talker) – left: narrow stereo setup, right: wide stereo setup
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[bookmark: _Ref68080170]Figure 11: Playback of filtered stereo microphone recordings: Interaural frequency response difference for A2 to B2 (relative position: listener opposite to the talker) – left: narrow stereo setup, right: wide stereo setup
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[bookmark: _Ref68080171]Figure 12: Playback of filtered stereo microphone recordings: Interaural frequency response difference for A2 to B3 (relative position: listener slightly to the left of the talker) – left: narrow stereo setup, right: wide stereo setup
It can be observed that the interaural frequency response difference for the narrow setup (left subfigures) does not match the reference scenario particularly well. There are important frequency bands (e.g., around 2 kHz for A1B1 or around 450 Hz for A2B3) where the two curves are more than 10 dB apart. The wide setup (right subfigures) leads to curves that bear a clearer resemblance to the reference scenario. They are not as good as the curves for the playback of the binaural signals but are clearly superior to the playback of the stereo microphone signals and the playback for the narrow stereo loudspeaker setup.
The active speech levels and the active speech level difference for the two variations are shown in Table 3 and Table 4. Note that all active speech levels are lower than for the reference scenario. In general, these offsets could be compensated, but this would not change the interaural differences.
[bookmark: _Ref68098484]Table 3: Active speech levels for playback of filtered stereo microphone recordings (narrow setup)
	Transfer path
	ASL left (reference)
	ASL right (reference)
	ASL left-right (reference)

	A1B1
	67.8 dB (72.0 dB)
	67.9 dB (67.8 dB)
	-0.1 dB (4.2 dB)

	A2B2
	66.6 dB (74.1 dB)
	66.2 dB (73.0 dB)
	0.4 dB (1.1 dB)

	A2B3
	67.5 dB (71.7 dB)
	66.1 dB (73.3 dB)
	1.4 dB (-1.6 dB)


The results for the narrow setup are quite far from the reference scenario for the two cases with larger interaural differences (A1B1 and A2B3).
[bookmark: _Ref68098485]Table 4: Active speech levels for playback of filtered stereo microphone recordings (wide setup)
	Transfer path
	ASL left (reference)
	ASL right (reference)
	ASL left-right (reference)

	A1B1
	67.8 dB (72.0 dB)
	66.2 dB (67.8 dB)
	1.6 dB (4.2 dB)

	A2B2
	69.0 dB (74.1 dB)
	68.9 dB (73.0 dB)
	0.1 dB (1.1 dB)

	A2B3
	64.7 dB (71.7 dB)
	66.5 dB (73.3 dB)
	-1.9 dB (-1.6 dB)


The large difference from the reference scenario for the first case (A1B1) is not replicated by the wide stereo loudspeaker setup but the other cases provide quite acceptable values. The last case (A2B3) in particular is very close to the reference scenario with respect to the difference between the left and right ASL.
Conclusions
Additional measurements were presented that consider different variations of headphone playback – ranging from an almost perfect reproduction that is not possible in a realistic system to playback approaches with severe degradations. The impact of the degradations on possible quality metrics was shown by an analysis of the interaural frequency response differences and the active speech levels for the different approaches in comparison to the reference scenario.
A possible next step would be to improve the “pseudo-transmission-systems” from [3] and this contribution by including equalization of microphones (i.e., applying a certain send sensivity versus frequency) and loudspeakers (for direct playback and to improve the pseudo-rendering). This would inherently also facilitate an analysis of the frequency responses themselves in addition to the interaural differences.
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