3GPP TSG-SA WG1 Meeting #112-e 
S1-210151
Electronic Meeting, 1 February - 10 February 2021

Agenda item: 
10.9
Source: 
Ericsson LM
Title: 
Gaps and architecture extensions for conversational AR services
Document for:
Discussion and agreement

1
Introduction

A device architecture has been agreed to 3GPP TR 26.998 and updated during the telco on January 19th. This contribution identifies gaps and proposes extensions to device architecture for conversational AR services:
· The study should consider interactions with 5G system as indicated in the sub-objectives e.g., objective 2: “content delivery transport protocols and capability exchange mechanisms, as well as suitable 5G system functionalities (e.g., device, edge, network) and QoS (including radio access and core network technologies) required for the use cases” and objective 4: “Identify relevant radio and system parameters (required bitrates, latencies, loss rates, range, etc.) to support the identified AR use cases and the required QoE”.  
· The capturing of 5G system in current device architecture is inconsistent for the different device types:
· The 5G system is represented by 5G system (gNB) and edge cloud in Type 2. The 5G system block shall capture both radio and core network blocks e.g. for functions such as for QoS handling. Thus, it is recommended to capture the 5G system as a functional block in the architecture. 
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Figure 1. Source TR 26.998: Figure 4.2.2-2: Functional structure for Type 2
· There is no cloud / edge in Type 3. The requirements of immersive media processing (encoding/decoding/reconstruction) would require a split between phone and cloud / edge. Phones cannot afford the computations for immersive media processing. Thus, it is recommended to capture the edge cloud in the architecture and study the split of functionalities.
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Figure 2. TR 26.998: Figure 4.2.3: Functional structure for Type 3
· Some inconsistencies exist with edge-based rendering and phone-based rendering in the architectures for device types 2 and 3. Sensor input and semantic perception are only defined for Type 3. The usage of such information is, however, beneficial for both cases.
· TR 26.998 includes several conversational use-cases. To address the study objectives for such use-cases such as objective 1: “describe the architecture for media flow relevant to the use cases identified in the second objective” and objective 3: “identify key performance indicators and quality of experience factors (such as immersiveness, presence, localization, and world tracking accuracy) for the AR use cases”, an end-to-end architecture and related procedures should be defined.
2
Updates to 3GPP TR 26.998
A. Extensions to functional architecture:
To describe the functional architecture for AR conversational use-cases and identify the content delivery protocols and performance indicators an end-to-end architecture is proposed in Figure 3. The architecture extends device architectures for Types 1/2/3 by including the contribution part.  Live camera feed, sensors and audio signals are provided to a UE/Edge node (or split) which processes, encodes, and transmits immersive media content to the 5G system for distribution. The semantic input is considered for media processing functions (e.g., background removal) and an audio-video control is used for encoding configuration. 
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Figure 3. Extensions to device architecture for conversational services
B. Architecture mapping to AR Conferencing use-case:

Figure 4 shows the end-to-end workflow for AR conferencing (one direction). The use-case is mapped to Type 3 device and similar mappings can be made for Type 1 and Type 2 devices.

A live feed from 3D camera captured in volumetric representation, e.g. point clouds, is provided along audio to a sending UE. After processing and encoding, the compressed 3D video and audio streams are transmitted over a data network and 5G system. A 5G phone decodes, processes and renders the 3D video and audio stream and provides to the AR glasses for display.
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3
Conclusion
It is recommended to list the aspects in Section 1 and agree the proposed updates in Section 2 to TR 26.998. 

Figure � SEQ Figure \* ARABIC �4�. Workflow for AR Conferencing (one direction)
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