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1 Introduction

This document provides an update to S4aV200640 and S4-210072.
Three aspects are considered:

1) Initial traces for agreed VR2 configurations

2) Initial traces for new proposed VR2 configurations

3) Proposed new traffic models for other configurations

The basic overview in clause 2 is unmodified.

2 Basic Overview

Figure 1 provides a basic overview of the traffic models. In particular the different model functions are provided for the system:
1) Content Model: Provides a typically data for the XR content model for video, audio and potentially other data. This content is rendered for XR/CG consumption.

2) Content Encoding: Provides the details for the content encoding in order to meet certain objectives. This includes the generation of application data units (slices, video frames, audio frames, etc.) and the incurred delay.

3) Content Delivery Model: provides some details on content delivery, for example packetization, delay jitter, but possibly also more sophisticated models such as retransmission, TCP operations and so on. This also includes emulation of 5G Core Network.
4) The RAN simulator receives sequences/traces of packets at a given time and of a specified size. The packets may have additional metadata assigned that can potentially be used by the radio simulator. The packet sequences are provided for multiple users and should reflect statistics.
5) The RAN simulator provides packet traces after delivery that reflect the occurred delays and losses for each user.

6) The delivery receiver converts the packet traces into application units taking into account delays and losses. It may also add additional functions such as retransmission in specific cases.

7) The decoding model uses the received application units to model the reconstruction of the individual data taking into account delays, losses and also content model properties (error propagation, refresh data and so on).

8) A quality evaluation tool is provided with the received traces to provide a quality that reflects packet, application unit and media quality.

9) A model for the uplink traffic in a similar fashion also providing packet traces.



[image: image1]
For each of the cases, in document S4aV200634, proposed trace formats are provided for a simulator. In particular, P-Trace format (identical to P’-Trace format are important) as they interface with the radio simulator.
For each packet in the delivery, the following information is provided. The below is slightly generalized in order to address different use cases.

	Name
	Type
	Semantics

	number
	BIGINT
	Unique packet number in the delivery

	time_stamp_in_micro_s
	BIGINT
	Availability time of packet for next processing step relative to start time 0 in microseconds (0 means lost).

	size
	BIGINT
	packet size in bytes.

	user_id
	BIGINT
	assigns an id to the user in order to differentiate

	buffer
	BIGINT
	The associated eye buffer 1=left 2=right

In general, differentiates application traffic for different buffers, for example audio, video, left eye, right eye. For example mapped to port or track.

	delay
	BIGINT
	Delay observed of the packet in the last processing step (-1 means lost)

	render_timing
	BIGINT
	the rendering generation timing associated to the media included in the packet.

	number_in_unit
	BIGINT
	The number of the packet within the unit (slice), start at 1

	last_in_unit
	BIGINT
	Indicates if this is the last packet in the slice/unit 0=no, 1=yes 

	type
	BIGINT
	The data type of the unit 

0 unknown

For video 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)

	index
	BIGINT
	Unique index increased by 1 and indexing this row in the S-Trace file.

	s_trace
	STRING
	Reference to s_trace file containing information for each slice


Additional trace definitions are provided in S4aV200634.
The configurations are provided as JSON documents.

Some software is provided here: https://github.com/haudiobe/XR-Traffic-Model. 

XR Traffic traces are uploaded here: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces
RAN1 is not expected to use the software for generating traces unless RAN1 wants to generate their own traces. In S4aV200634, clause 3.4.3 the basic usage of the traces is provided for RAN.

If a quality evaluation is expected to be done for all users, then resulting P’-Traces for N’ users from the RAN simulation would then be fed to the quality evaluation piece for multiuser evaluation.
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Detailed system design and modeling assumptions are provided in S4aV200575, clause 6.2.

Detailed simulation assumptions are provided in in S4aV200575, clause 7.2 with detailed updates in S4aV200626. Detailed recommended configurations are provided in S4aV200634, clause 4.2.

1) Content Model: 

a. Rendered scene output with 2 eye buffers at 2Kx2K at 60 fps, 8bit.

b. Content and Trace Preview is here: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2
c. No audio (considered small, could be added) according to S4aV200626, clause 7.2.12.
2) Encoding Model
a. Encoding Models see S4aV200626, detailed configurations in S4aV200634, clause 4.2. Summary provided below

b. HEVC, target bitrate 30 Mbit/s (CBR, capped VBR), equally split across eye buffers, independently encoded.

c. Slice based encoding (8 slices) or 1 frame

d. Intra Refresh (1 slice per frame) or every 8th frame.

e. Left and right eye buffer are independently encoded.

f. Pre-encoding delay: Encoder pre-delay is varying between 10 to 20ms

g. Encoding delay is modelled to vary with mean 4/slice_numbers and std 3/slice_numbers and maximum being the frame interval (aligned with S4aV200607)

3) Content Delivery Model

a. Content Delivery Model see S4aV200626, detailed configurations in S4aV200634, clause 4.2. Summary provided below

b. Packet MaxSize 1500 byte (cloud) or unlimited (edge)

c. Edge/Cloud to gNB bitrate is 1.5 media bitrate => delay variance

4) Delivery receiver

a. Modeling according to S4aV200626
b. Packets are dropped if late

c. Slice loss model (1 lost packets per slice results in slice loss)

d. Timestamp of slice if time stamp of latest packet of slice

e. Maximum latency for slice: 60ms (see TR 26.928, clause 4 and 6.2.5.1)

5) Decoding Model

a. Modeling according to S4aV200626
b. Takes into account slice structure, spatial and temporal error propagation, intra refresh
6) Quality evaluation tool.

a. Modeling according to S4aV200626
b. The following metrics are considered for each user and buffer

i. IP Packet loss rate

ii. IP Packet late rate

iii. Slice loss rate

iv. Area loss rate (total amount of Coding Units)
v. Area damage rate (total amount of Coding Units)
vi. Average encoded PSNR 
vii. Average PSNR
c. Average over all buffers

d. Multi-user

i. Average over all users

ii. Percentile of support

7) A model for the uplink traffic in a similar fashion also providing packet traces.

a. XR Pose is sent uplink

b. Details are in S4aV200626, clause 7.2.13

c. The uplink bitrate for the pose if 200 kbit/s CBR, with 4ms packet interval and packet size 100 byte. This means that the content is rendered with a pose of typically 10-15ms age.

Assumptions are taken for now and may change, either by configuration updates or additional modelling.

For initial RAN simulation, a set of P-Traces for 16 users are provided, each 1 minute duration for 6 fixed configurations provided in clause 4.2.1 of S4aV200634. 

A summary is below

	Configuration
	Basic Content Parameters

	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	VR2-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	VR2-4
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	VR2-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-6
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffers sent interleaved, 1500 byte max packet size 


The traces can be accessed here

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Candidate/VR2/vr2-3.fdf403f.zip
· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Candidate/VR2/vr2-4.fdf403f.zip
3 VR2: “Split Rendering: Viewport rendering with Time Warp in device” – Additional Traces
3.1
Summary
Traces for the following configurations, initial for 1 user, are provided
	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 


http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Candidate/VR2/VR2-1[0]. zip
	VR2-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 


http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Candidate/VR2/VR2-5[0]. zip
3.2
Initial VR2-1 Plots and Insights
Figure 4 provides the S-Trace statistics for both eyes and one user 0. The bitrate over time varies, but is bound to 30 Mbit/s for almost all cases. Frame size variation is more distributed than VR2-3, with much smaller frames occasionally. Due to window size 12 (i.e. 200ms), larger frame sizes occur. Slice size distribution also follows the peak at 3500 bytes with distributions up to 12000 bytes.

Overall, the total bitrate is likely too low to express best quality, as the rate control forces the frame size to be constant for most of the time. 
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Figure 3 S-Trace Statistics for VR2-1
Figure 3 provides the P-Trace statistics. It follows the obvious patterns also seen for VR2-3.[image: image4.png]distribution
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Figure 4 P-Trace Statistics
3.2
VR2-5 Plots

Figure 5 provides the S-Trace statistics for both eyes and one user 0. The bitrate over time varies again due to cVBR. Frame size and slice size variation is identical as each frame is mapped to one slice. Checking details, an obvious issue is that intra frames (every 8th frame) have significantly lower quality than inter frames (QP difference is at least 7, but up to 14).
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Figure 5 S-Trace Statistics for initial VR2-5
Figure 6 shows the P-Traces.
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Figure 6 Trace Statistics for initial VR2-5
Based on the above observation, a new rate control will be implemented that provides more data rate for Intra frames:

· For Intra frame: Bits[i] <= B[i] (you can take as much as you want in the available bit buffer)
· For Inter frame: Bits[i] <= Tbits + (B[i] – Tbits)/(intra_period*W/factor) (take at most available bits per frame plus some small overshoot that provisions for intra frames later) 
Experiments are ongoing.
4 VR2: “Split Rendering: Viewport rendering with Time Warp in device” – Additional Proposed Configurations
4.1
Motivation
It was observed in VR2-1 and VR2-5 that capped VBR still forces to significant QP changes as the bitrate for CRF=28 encoding is to high to fit into 30Mbit/s. Based on this, 1.5 the bitrate is admitted for the service. Two new traces are generated, initially for 1 user.
	VR2-7
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 


http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Candidate/VR2/VR2-7[0]. zip
	VR2-8
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 


http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Candidate/VR2/VR2-8[0]. zip
4.2
Initial VR2-7 Plots and Insights

Figure 8 and Figure 7 provide the S-Trace and P-Trace statistics for VR2-7 for both eyes and one user 0, respectively. The bitrate over time varies, but is bound to 45 Mbit/s. This also shows significantly more variance. Frame size variation is more distributed than VR2-1, with much smaller frames occasionally. Due to window size 12 (i.e. 200ms), larger frame sizes occur. Slice size distribution also follows the peak at 5500 bytes with distributions up to 12000 bytes.
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Figure 7 S-Trace Statistics for initial VR2-7
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Figure 8 P-Trace Statistics for initial VR2-7
This bitrate of 45 Mbit/s seems to better express a realistic content model. We propose to add these configurations VR2-7 and VR-28 or update VR2 configurations accordingly.
5 Proposed Updates to CG: Cloud Gaming

Detailed system design and modeling assumptions are provided in S4aV200575, clause 6.4.

Detailed simulation assumptions are provided in in S4aV200575, clause 7.4 with detailed updates in S4aV200626. Detailed recommended configurations are provided in S4aV200634, clause 4.3.

1) Content Model: 

a. Game output with 1920 x 1080 and 4096 x 2048 at 60fps.

b. Content and Trace Preview is here: 
i. Baolei HD (to be produced)
ii. Baolei 4K (to be produced)
c. No audio (considered small, could be added) according to S4aV200626, clause 7.2.12.
2) Encoding Model
a. Encoding Models see S4aV200626, detailed configurations in S4aV200634, clause 4.3. Summary provided below

b. HEVC, target bitrate 8 or 30 Mbit/s (CBR, capped VBR).

c. Slice based encoding (8 slices) or 1 frame

d. Intra Refresh (1 slice per frame) or every 8th frame.

e. Pre-encoding delay: Encoder pre-delay is varying between 10 to 20ms

f. Encoding delay is modelled to vary with mean 4/slice_numbers and std 3/slice_numbers and maximum being the frame interval (aligned with S4aV200607)

3) Content Delivery Model

a. Content Delivery Model see S4aV200626, detailed configurations in S4aV200634, clause 4.3. Summary provided below

b. Packet MaxSize 1500 byte (cloud) or unlimited (edge)

c. Edge/Cloud to gNB bitrate is 1.5 media bitrate => delay variance

4) Delivery receiver

a. Modeling according to S4aV200626
b. Packets are dropped if late

c. Slice loss model (1 lost packets per slice results in slice loss)

d. Timestamp of slice if time stamp of latest packet of slice

e. Maximum latency for slice: 80ms (see TR 26.928, clause 4 and 6.2.5.1)

5) Decoding Model

a. Modeling according to S4aV200626
b. Takes into account slice structure, spatial and temporal error propagation, intra refresh
6) Quality evaluation tool.

a. Modeling according to S4aV200626
b. The following metrics are considered for each user and buffer

i. IP Packet loss rate

ii. IP Packet late rate

iii. Slice loss rate

iv. Area loss rate (total amount of Coding Units)
v. Area damage rate (total amount of Coding Units)
vi. Average encoded PSNR 
vii. Average PSNR
c. Average over all buffers

d. Multi-user

i. Average over all users

ii. Percentile of support

7) A model for the uplink traffic in a similar fashion also providing packet traces.

a. XR Pose is sent uplink

b. Details are in S4aV200626, clause 7.2.13

c. The uplink bitrate for the pose if 200 kbit/s CBR, with 4ms packet interval and packet size 100 byte. This means that the content is rendered with a pose of typically 10-15ms age.

Assumptions are taken for now and may change, either by configuration updates or additional modelling.

For initial RAN simulation, a set of P-Traces for 16 users are provided, each 1 minute duration for 4 fixed configurations provided in clause 4.3.1 of S4aV200634. A summary is below

	Configuration
	Basic Content Parameters

	CG-1
	4K content, 8 slices, 1 slice per frame is intra coded, 45 Mbit/s capped VBR with window 200ms, 1500 byte max packet size 

	CG-2
	4K content, 8 slices, 1 slice per frame is intra coded, 45 Mbit/s capped VBR with window 200ms, unlimited packet size

	CG-3
	FullHD content, 8 slices, 1 slice per frame is intra coded, 12Mbit/s capped VBR with window 200ms, 1500 byte max packet size

	CG-4
	4K content, 1 slice, every 8th frame is intra coded, 45 Mbit/s capped VBR with window 200ms, 1500 byte max packet size 


A script is provided to do quality evaluation based on the traces.
6 VR1: “Viewport dependent streaming”
6.1
Background

An initial set of simulation parameters are provided according to S4aV200575 and S4aV200624, but neither packet traces nor quality evaluation are yet available.
In addition, some information is provided in S4aV200575, clause 6.4.

6.4.1
Background

Attached to this document, please find a paper from IBC 2017 addressing network optimizations for VR Streaming. An author of the paper provided information beyond the paper.

It is considered that the model for VDP 3DOF streaming also applies for VDP 6DOF streaming.

6.4.2
Feedback based on Paper

Feedback based on the paper for 3DoF Viewport dependent Streaming:
· Downlink data rate ranges

· for tiled streaming, 4K around 5 Mbit/s, up to 10. 

· 8K between 10 and 13, but can go under for static scenes and over for dynamic ones. 

· 5.5K stereo is the same as 8K mono. 

· Interestingly, for tiled streaming 360 or 180 make little difference if the viewport is the same. 

· Maximum packet delay budget in uplink and downlink ( for mass distribution I don’t care about the uplink much as long as the delay is not too jittery. Relate this to the segment size in an HLS pull – 2 secs is a good target segment size. 

· Maximum Packet Error Rate, ( for mass distribution applications, preferably use something reliable, like HLS push or pull or a proprietary reliable transport. 

· Maximum Round Trip Time 

· for viewport-dependent, minimizing round-trip is crucial especially with head motion. That said there are no maximums. 

· There is a degradation as it increases. You should think in the order of frame duration, and know that head motion is about 500 degrees per second max, so 60 msec per tile, and that eyes also take some 60 msec to adapt to a new position, so you have a few frames to work with.
6.2
Additional Discussion

Figure 9 provides an overview of the system design and delay components involved in viewport-dependent streaming according to the above referred paper.
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Figure 2 — Overview of latency factors in a Tiled VR Streaming system.




Figure 10 Overview of latency factors in a Tiled VR Streaming system (see paper)
Furthermore, Figure 11 provides the network exchange and caching process.

[image: image10.emf]
Figure 11 Caching Process (see paper)

Finally, clause 5 of the attached paper includes a typical set of test conditions. Tests with simulated (i.e., recorded), but significant head motion using 30 frames per second, 8k x 4k panorama encoded using 96 high-resolution tiles. The content was encoded using separate HEVC encoders for each of the tiles, with tile size fixed at 512 x 512 pixels. The bitrate from the edge to the end user was between 12 and 16 Mbit/s. 
6.3
System Design and Simulation Model
The simulation model is similar to the one provided in Figure 1, but traces are not provided.
1) Content Model: 

a. Not considered

2) Encoding Model
a. 96 tiles

b. HEVC

3) Content Delivery Model

a. Options:

i. HTTP/1.1. (HTTP + TCP/IP)

ii. HTTP3 (HTTP2 + QUIC + UDP)

b. 96 concurrent requests every 2 seconds

i. 20 in viewport at 500 kbit/s (Gaussian distributed with variance 100 kbit/s)

ii. 6 background tiles 500 kbit/s (Gaussian distributed with variance 100 kbit/s)

c. Packet size is 1500 byte, provided in sequence

d. Packet Trace settings
4) Delivery receiver

a. HTTP1.1 => Object is impacted by the lost packet for each object
i. Model needs to be defined based on traces

b. HTTP3 => Object is impacted by the lost packet for each object

i. Model needs to be defined based on traces
c. Objects are either lost or delayed
5) Decoding Model

a. none

6) Quality evaluation tool.

a. The following metrics are considered for each user and buffer

i. IP Packet loss rate

ii. Viewport object loss rate
iii. Non-viewport object loss rate
b. Average over all buffers

c. Multi-user

i. Average over all users

ii. Percentile of support

7) A model for the uplink traffic in a similar fashion also providing packet traces.

a. 26 HTTP requests are sent

b. HTTP/1.1 and HTTP 3 feedback for TCP/IP and QUIC
c. Uplink traffic is minimal
Assumptions are taken for now and may change, either by configuration updates or additional modelling.

A summary is below

	Configuration
	Basic Content Parameters

	VR1-1
	See above for HTTP/1.1

	VR1-2
	See above for HTTP/3


6.4
Open Issues
· Late and loss model for objects based on HTTP/1.1 and HTTP3 taking into account radio model

· Uplink traffic model for objects based on HTTP/1.1 and HTTP3

· Definition of late threshold

· Quality impact for lost and late objects in viewport and not in viewport
· Packet trace model and mapping.
7 AR1: “XR Distributed Computing”

We consider that more discussion and considerations are needed, for example based on use cases developed in EMSA and FS_5GSTAR.
8 Proposal
It is proposed to:
1) Adopt the P-Traces for VR2-1, VR2-7, VR2-8 as Final
2) Adopt the new rate control and generate VR2-5 accordingly

3) Adopt the traffic model for VR1
4) Await more results for AR1

5) Prepare updated information for RAN1.[image: image11.png]


[image: image12.png]



Figure � SEQ Figure \* ARABIC �1� Basic overview for XR Traffic Simulation Model





Figure � SEQ Figure \* ARABIC �2� Quality Evaluation
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