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1. Introduction
With an agreed device functional architecture as documented in S4aV200636, this contribution introduces an architecture together with bidirectional media flow examples between different entities, as a reference for real-time communication and conversational based use case services.

2. Bidirectional media flows for conversational/real time communication use cases
The use cases of this study, as described in Table 5.1 of TR 26.998, fall into one of the three immersive media flow scenarios, depending on the use case’s source and destination:
1) Unidirectional : from server to UE
2) Unidirectional : from UE to server
3) Bidirectional
We have identified that a majority of the collected use cases contain scenarios where immersive media is exchanged between 2 UEs in a bidirectional manner, mostly in a real-time communication or conversation scenario such as an AR call or AR conference (3)). Also, there are some typical cases like AR streaming which falls into 1), and 3D image messaging which can be a combination of 1) and 2). 
[bookmark: _GoBack]This contribution discusses the bidirectional scenario, including a reference architecture and media flows.
Real-time communication and conversation use case scenarios typically require the exchange of media between multiple UEs, where each UE has the capability to both generate and send media (capture and send visual/audio data), as well as to receive and present media (receive and render visual/audio data).
From the descriptions of the related use cases currently documented in Table 5.1 of TR 26.998, the following use cases are identified as those with bi-directional media flows:
· UC#3: Real-time 3D Communication
· UC#4: AR guided assistant at remote location (industrial services)
· UC#5: Police Critical Mission with AR
· UC#7: Real-time communication with the shop assistant
· UC#8: 360-degree conference meeting
· UC#9: XR Meeting
· UC#11: AR animated avatar calls
· UC#12: AR avatar multi-party calls
· UC#13: Front-facing camera video multi-party calls
· UC#19: AR Conferencing
Whilst there can be minor differences in the specific media and metadata (including their formats) involved for each of the related use cases, most require AR/MR processing to be performed on the cloud/edge due to the processing and power limitations of AR devices, as well as the stringent conversational latency requirements for these processes.

2.1. Architecture for bi-directional immersive media flows



Figure X

Using the most basic (in terms of scenario) AR conversational use cases as a reference (e.g. Real-time 3D Communication and AR Conferencing), figure X shows a service architecture for bidirectional immersive media flows when utilising a cloud/edge for AR/MR media processing.  Cloud/edge and AR/MR application provider entities are shown with respect to the media flows only, and are not specifically mapped or defined as any specific 3GPP entity (such as a 5G application server) as of yet.  Other architectures for cases not utilising a cloud/edge for media processing may also be possible.
Out of the AR/MR processing functions defined, the main media processing functions required to support such immersive media bidirectional conversational services include the generation of immersive media (reconstruction) for uplink, and the pre-rendering of immersive media for downlink.  With both processing functions’ high computational requirements for immersive media, as well as the latency requirements for the conversational use case, leverage of a cloud/edge for remote-processing is possible as shown in figure X, irrespective of the device type.
Figure X shows the different Basic AR functions and AR/MR functions as defined in clause Y, necessary for the reference AR conversational use case.  Blue arrows show the specific flows of media and metadata between media functions, whilst red arrows show the flow of data between entities.

UE UL (from UE to cloud/edge)
The uplink of data from the UE (AR device) to the cloud/edge comprises of data which is captured by the UE for media generation in the cloud/edge, as well as data which is used as inputs for pre-rendering in the cloud/edge:
Metadata:
1) UE pose information which may be used for immersive media generation, as well as pre-rendering
2) UE vision information which may be required for immersive media generation or pre-rendering (UE processed vision data such as augmentation surface, light/reflection related data etc)
3) UE 3D modelling parameters for immersive media generation (UE camera poses/orientation, camera intrinsic/extrinsic parameters etc)
4) Any other metadata
Media data:
1) Multiple coded RGB 2D video (captured from by UE)
2) Multiple (coded) depth video (captured from by UE)

UE DL (from cloud/edge to UE)
The downlink of data from the cloud/edge to the UE (AR device) comprises of data from the result of pre-rendering on the cloud/edge.  Additional media/metadata may also be necessary for media processing in the UE (AR device) before the rendered data is presented (such as pose correction):
Metadata:
1) Rendered frame metadata (pose used for the render, timestamp of render etc)
2) Metadata for pose correction
3) Any other metadata
Media data:
1) Coded RGB 2D video (pre-rendered by cloud/edge)
2) Coded depth video (generated by cloud/edge, possibly used for pose correction)

Cloud UL (from cloud/edge to application provider)
The uplink of data from the cloud/edge to the AR/MR application provider comprises of data as a result of media generation in the cloud/edge (originally captured by the UE); such data may comprise of both media data (e.g. video or point clouds), as well as corresponding metadata:
Metadata:
1) Immersive media (3D model) related information generated by cloud/edge during media reconstruction (such as object size, default orientation, default rendering size etc)
2) Any other metadata
Media data:
1) Coded 3D media data (point cloud, mesh etc)
2) Other possible media data for pose correction at receiver UE consuming the coded 3D media data

Cloud DL (from application provider to cloud/edge)
The downlink of data from the AR/MR application provider to the cloud/edge comprises of data captured/generated from another UE which is also participating in the AR conversational service; such data is equivalent to that of the Cloud UL data generated by the UE shown in figure X:
Metadata:
1) Another UE’s immersive media (3D model) related information generated by its respective cloud/edge during media reconstruction (such as object size, default orientation, default rendering size etc)
2) Any other metadata
Media data:
1) Another UE’s coded 3D media data (point cloud, mesh etc)
2) Other possible media data for pose correction at the UE for consuming the coded 3D media data
3) Other media objects (2D/3D) from the AR/MR application provider related to the service

3. Proposal
We propose to include the text and figure in section 2 of this document into the Permanent Document as a starting point for detailed discussions related to service architectures and media flows.
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