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1 Introduction

During SA4#109-e, in S4-200897 a new study item on 5G Glass-type AR/MR devices was agreed. This document proposes a new use case which is an extension of the XR multimedia streaming core use case (clause 5.4 3GPP TR 26.928 [1]), to stream volumetric video on glass-type MR devices. The template for use case description in TR 26.928 is used to describe the proposed use case. 

2 Recap of the relevant use case 

In clause 5.4 ‘XR Multimedia streaming’ core use case covers live and on-demand streaming of XR multimedia streams which include 2D or volumetric video streams where UE is a device capable of receiving and rendering the type of stream in use. The core use case includes use cases such as Streaming of Immersive 6DOF (clause A.4 TR 26.928) in which the user wearing an HMD can change the viewing position (optionally with a 6DoF manual controller) and look at the virtual content from different angles. However, this use case targets 6DoF streaming for VR and thus does not enable streaming volumetric videos in an MR setting.

3 Proposed new use case

3.1. Motivation 

The use cases on streaming of XR multimedia for glass-type MR devices are interesting and are becoming more relevant with a wide variety of glass-type MR devices. Devices such as Microsoft HoloLens 2 [2], NReal Light [3], MagicLeap 1 [4] are examples of glass-type MR glasses. These devices offer comfortable and rich immersive MR experiences in which the virtual objects are inserted into the physical scene giving the illusion that they are part of the real/physical world. These devices are low-powered devices and may typically have the XR Engine on the XR-device or in a Split setting as mentioned in Table 4.8-1 TR 26.928. 

The glass-type MR glasses, referred to as Optical Head-Mounted Display (OHMD) devices, have sensors which collect spatial information to map the user’s surroundings. The spatial mapping ensures that the virtual objects are always accurately positioned on real-world surfaces. The spatial mapping is used for natural occlusion of digital virtual elements; when a virtual object is occluded by a real-world surface or vice versa. Scene understanding methods [5] can be applied to spatial mapping data to provide additional high-level semantic information of user’s environment. Multiple high-quality photorealistic volumetric videos can be integrated into the real-world, as shown in the Figure 1. The sense of presence provided by the high-quality volumetric videos improves the user’s immersive experience. 
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Figure 1. Multiple volumetric video objects positioned in XR Space 
3.2. Description 

X.X Streaming of volumetric video for glass-type MR devices 

	Use Case Description: Streaming volumetric video for glass-type MR devices

	Bob and Patrick are gym instructors and run a gym ‘VolFit’. ‘VolFit’ provides their clients with a mixed-reality application to choose and select different workout routines on a 5G-enabled OHMD. The workout routines are available as high-quality photorealistic volumetric videos of the different gym instructors performing the routines. Bob and Patrick book a professional capture studio for a high-quality photorealistic volumetric capture of the different workout routines for their clients. Bob and Patrick perform the workout routines in the studio capture area. The studio captures Bob and Patrick volumetrically.

Alice is a member of ‘VolFit’ gym. Alice owns a 5G-enabled glass-type OHMD device. The ‘VolFit’ MR application is installed on her OHMD. The OHMD has an untethered connection to a 5G network. 

Alice wears her OHMD device. The MR application collects and maps spatial information of Alice’s surrounding from the set of sensors available on the OHMD. The OHMD can further process the spatial mapping information to provide a semantic description of the Alice’s surrounding.  

Alice wants to learn a workout routine from her instructors, Bob and Patrick. The photorealistic volumetric videos of Alice’s instructors are streamed to the MR application installed on her OHMD. The MR application allows Alice to position the volumetric representations of Bob and Patrick on real-world surfaces in her surroundings. Alice can move around with 6DoF, and view the volumetric videos from different angles. The volumetric representations are occluded by real-world objects in the XR view of Alice; when Alice move to a location where the volumetric objects are positioned behind real-world objects or vice-versa. During the workout session, Alice gets the illusion that Bob and Patrick are physically present in her surroundings, to teach her the workout routine effectively. 

The MR application allows Alice to play, pause and rewind the volumetric videos. The functions can be triggered for example by hand-gestures, a dedicated controller connected to the OHMD, etc.


	Categorization

	Type: MR (XR5G-A1, XR5G-A4, XR5G-A5)
Degrees of Freedom: 6DoF
Delivery: Streaming, Split-rendering
Device: OHMD with/without a controller

	Preconditions

	-	The application uses existing hardware capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out tracking is available.
-   Spatial mapping to provide a detailed representation of real-world surfaces around the device
-	Media is captured properly and accessible on a server
-   Connectivity to the network is provided

	Requirements and QoS/QoE Considerations

	-	QoS: 
-	bitrates and latencies that are sufficient to stream a high-quality volumetric content within the immersive limits 
-	Required QoE: 
-    high-quality content rendering according to the user’s viewpoint
-	fast reaction to user’s head and body movements 
-	fast reaction to hand-gestures, or a connected controller, etc 
-    real-time content decoding
-    accurate spatial mapping

	Feasibility

	Volumetric content production:
· Volucap studios: https://volucap.de/
· Mixed Reality studio: https://www.microsoft.com/en-us/mixed-reality/capture-studios
	
Device Features:
· Spatial mapping
· Tracking 
· Scene understanding 
· A/V decode resources

Selected Devices/XR Platforms supporting this:
· Microsoft Hololens: https://www.microsoft.com/en-us/hololens
· Nreal Light glasses: https://www.nreal.ai/ 
· MagicLeap 1: https://www.magicleap.com/en-us/magic-leap-1


	Potential Standardization Status and Needs

	The following aspects may require standardization work:
-	Storage and access formats
-    Network conditions that fulfill the QoS and QoE Requirements 
-    Relevant rendering APIs
-    Scene composition and description
-    Architecture design


4 Proposal 

It is proposed to add the new use case as described in section 3.2 to the TR 26.998.
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