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1
System Design Assumptions
1.1
System Design for Viewport Dependent 3DoF Streaming
1.1.1  Overview

The system design for viewport dependent 3DoF streaming is basically similar to the discussion and requirements from TR26.928, clause 6.2.3. The architecture is shown in Figure 1.
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Figure 1Viewport-dependent Streaming Defined by TR26.928
Viewport Dependent 3DoF Streaming refers to the case where the XR server runs a 3DoF XR media generation engine, and the XR device collects local 3DoF tracking information to get the viewport related content to display.

According to Figure 1, the XR media is generated, encoded, and delivered by XR server depending on the adaptive media request sent by the XR device. The device works in two channels. One is to accept the XR media stream and the workflow of decoding, rendering, displaying is followed. Another is to use the tracking sensors to collect 3DoF parameters continuously, and ‘translate’ them into adaptive media request which will be sent to XR server by using 5GS delivery system.

The following call flow highlights the key steps:
An XR device connects to the network and joins Viewport Dependent 3DoF Streaming application

The device sends static device information and capabilities to server (supported decoders, display resolution)

Based on these information, the XR server sets up encoders and formats, and pre-spilts the XR scene into blocks (e.g. several tiles used in HEVC encoders)

Loop

The device collects XR 3DoF pose

XR pose is converted to media request by the device in order to cover the viewport of user and match the network condition

The XR server responses to these requests and provides the media segments

Compressed media is sent to XR device

The device decodes the media content 

The device displays the media
According to TR 26.928, clause 6.2.3.5, for viewport dependent streaming, updated tracking and sensor information impacts the network interactivity. Typically, due to updated pose information, HTTP/TCP level information and responses are exchanged every 100-200 ms in viewport-dependent streaming.

In actual implementation process, in order to ensure the smooth transmission and viewing, sometimes it is adopted to transmit a channel of background data independent to the viewport in addition to the data described above, so as to replace these data to fill the playback when network condition is poor. 

1.1.2 Considered Content Formats
In this scenario, the vast majority of transmitted media content is 2D or 3D 360 degree video. According to TR 26.928, clause 4.2.1, it is commonly accepted that 2k by 2k per eye provides acceptable quality. Thus the equivalent content resolution will be 6k~8k at 90 ~ 110 degree FOV. Framerate is 60 fps for common cases and 30 fps for some low demand services.

H.264/AVC Progressive High Profile Level 5.1 with additional restrictions or H.265/HEVC Main-10 Profile Main Tier Profile Level 5.1 are recommended as encoding codecs by TR 26.928 in clause 4.5.1. Network adaptive encapsulation format is usually used to ensure smooth transmission, e.g. MPEG-DASH.

1.1.3 Considered System Parameters
Based on the discussion above, several parameters are relevant for the overall system design.
Streaming: 

Type of streaming(live or video-on-demand)

state of streaming

User Interaction: 

3DOF pose are collected

interactions by controllers

Formats of transmitted content:

6K or 8K at 30,60 fps on source end
2K x 2K per eye at 30, 60fps 

YUV 4:2:0

Encoder configuration

Codec: H.264/AVC or H.265/HEVC

Bitrate: Several bitrate grades siutble for network adaptation needs (e.g. 100 Mbit/s+50Mbit/s+15Mbit/s)

Rate control: CBR, VBR, Feedback based

Slice settings:when using H.264/AVC, X per frame 

Tile settings: when using H.265/HEVC, X per frame

Complexity settings for encoder

Content Delivery

MPEG-DASH-based media delivery

HTTP-based feedback on bitrate

5G System/RAN Configuration:

QoS Settings (5QI): GBR, Latency, Loss Rate

Content Delivery Receiver configuration:

Loss Detection: sequence numbers

Delay/Latency handling

Error Resilience

Quality Aspects

Video quality (encoded)

Lost data

immersiveness
2  Proposal

It is propose to agree these considerations in clause 1 for Viewport Dependent 3DoF Streaming into the permanent document of FS_XRTraffic.
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