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1
Introduction
eXtended Reality (XR) is an umbrella term for different types of realities (e.g. AR, VR and MR) and correspondingly has a lot of use cases associated with different vertical application domains. There is a collection of XR use cases described and classified in Annex A of 3GPP TR 26.928 [1].
According to the delivery categories for XR experiences defined in the clause 4.3 of 3GPP TR 26.928 [1], the experience associated with "Conversational" delivery is generated, shared and consumed in real-time from two or more participants with latency requirements. These latency requirements are at most 100ms latency in voice and at most 150ms latency in video based on Table 5.7.4.1-1 in 3GPP TS 23.501 [2]. It seems that the session procedures for use cases for XR conversational are similar to the ones for the traditional video services of MTSI clients. Therefore, it is expected to make a gap analysis focusing on AR conversational in this contribution in order to identify recommended requirements based on the current video services.
2
Use cases for AR Conversational
2.1
Unilateral AR Media Cases
2.1.1
Real-time 3D Communication
As descried in A.8 clause of TR 26.928 [1], the users start a video call. The local user triggers "3D" and then the remote user is able to see its' head in 3D. This "3D model" can be constructed in real-time based on the content captured by the local user's front-facing camera or be reconstructed based on a pre-captured model. It also support to overlay some 3D AR effects and rotate according to the users' preferences.
Compared with the video call of MTSI clients, the original media stream in local user's side can be first rendered as an AR media stream via the following steps, and then be sent to the remote user:
a) 3D modelling based on the content captured in real-time or pre-captured clicking on the button to turn on the 3D model;

b) Overlay 3D AR effects selecting one of them;
The AR media stream can further be rendered in remote user's side:
c) Adjust the viewing angle using finger to rotate it;
AR actions (e.g. clicking on the button, selecting one of 3D AR effects and using finger to rotate its view) can trigger the rendering procedures of the corresponding media stream. It can be rendered by logical function with AR media processing capabilities which may lie on both the local and the remote. In this use case, the remote user can make some AR actions based on the received media stream and then enjoy it, but don't send it back to the local user.
2.1.2
AR animated avatar calls
This use case descried in A.18 clause of TR 26.928 [1] is similar to the use case 2.1.1. However, the local user doesn't have a front-facing camera and therefore sends her recorded 3D image to the remote user. The 3D image can be corresponding animated, following the local user’s head movements.
In this case, AR actions (e.g. mute animations) can trigger to close the rendering procedures of the corresponding media stream. AR view data (e.g. pose information) should be precisely determined and real-time synchronized with the 3D image. It can be rendered by logical function with AR media processing capabilities which may lie on the local.
2.1.3
AR animated body model calls
This use case is similar to the use case 2.1.2. But the local user can send her real 3D image with the whole body or one of the selected cartoon body model set. Both the real 3D image and the cartoon body model can be corresponding animated, following the local user's body movements. 
2.1.4
AR animated emoji calls
This use case is similar to the use case 2.1.2. The local user can pick up an animated emoji to send the remote users. Both the animated emoji can be still corresponding animated, following the local user's facial expression.
2.2
Bilateral AR Media Cases
A mobile network operator that deploys a video streaming service.

2.2.1
AR guided assistant at remote location (industrial services)
As descried in A.9 clause of TR 26.928 [1], the local engineer initiates a video call to help with the remote expert. The local engineer shares the video context captured by his camera with the remote expert. The remote expert can provide visualized guidance via overlaying graphics and drawing of instructions based on the received video content.
AR actions (e.g. overlaying graphics and drawing of instructions) can trigger the rendering procedures of the corresponding media stream. It can be rendered by logical function with AR media processing capabilities which may lie on the remote. In this use case, the remote can send the AR media stream back to the local engineer. Both the local and remote can enjoy the AR experiences.
2.2.2
AR remote cooperation (industrial services)
This use case is similar to the use case 2.2.1. The local engineer starts a video call with the remote engineer to gather to work on the same project together. Both the local engineer and the remote one are able to overlay graphics and draw instructions based on the shared video content which may be original in their respective sides or be from the other. It is obviously to get more visual communication for the two parties of the video session. Especially, the local can see a small video content, which is from the remote's front-facing camera, overlaying the shared media content between the two parties.  
In this use case, the media stream can be rendered by logical function with AR media processing capabilities which may lie in the local and remote.
2.3
Multilateral AR Media Cases
2.3.1
AR remote advertising
This use case is about a video call scenario where a real estate salesman introduces houses to a client. The real estate salesman can get some video content with 2D images and/or 3D objects for houses from the third media stream provider and share them with his client. The client is able to see layout and furnishings of the virtual house which can be rendered following his viewpoint. The real estate salesman can introduce what the client is seeing or is asking via audio and/or overlying graphics based on the video content. 

In addition, the use case can be extended when the client can invite his friend to see the virtual house together. They can see it from their respectively viewpoint.

XR view data (e.g. pose information) together with Cameras data (e.g. camera calibration parameters of the two parties of the video session) are necessary to be accurately identified and real-time transported to the logical function with XR media processing.
2.4
Recommended requirements and working assumptions
· Extension of the architecture based on MTSI for AR conversational.
· Decomposition of Logical function with AR media processing.

· Formats and transport of AR-specific application data (e.g. AR actions), Sensors data (e.g. pose information) and Cameras data (e.g. number of Cameras) .
3
Conclusions and proposal

In order to support AR conversational services, it is reasonable that the corresponding session establishment is based on the current IMS work. However, the mainly difference between AR conversational services and traditional video ones is AR specific media processing with AR data based on the above analysis.
It is proposed to add the use case in Section 2 into TR26.998 Section 5.
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