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1
Introductions
This contribution proposes the following use cases for FS_EMSA PD.
2
Proposed use cases: optimizing uplink streaming content
2.1
Stitching Highlight Region(s) content
	Use Case Name

	Stitching Highlight Region(s) content

	Description

	In order that the remote audiences are able to watch the sports events and get immersive experiences possibly like the local ones, the content provider generally deploys multi-channel 360 degree cameras onsite in different perspectives rather than the rectangular capture in traditional videography. 
Considering faster compute and closer to the devices (i.e. the cameras), the edge nodes of the network can integrate XR media processing capabilities including stitching algorithms to ensure a bearable "Age of Content" defined in clause 4.2.2 of TR 26.928 [1]. The multiple media streaming(s) captured by the multi-channels 360 degree cameras with the calibration parameters of the cameras can be uploaded at the edge nodes immediately and then be stitched together as a connected, viewable content. Actually, these produced video contents are preferably spherical content and may cover the full 360 sphere or a subset of the 360 sphere, and the corresponding audio content can be spatial. Therefore, these produced video contents as an omnidirectional media content can place the remote audiences within the context of a scene or even give them the ability to control the orientation of the scene and viewing direction.
Actually for the sports events, the content provider produces the omnidirectional media content mainly based on the director's view. The director usually follows most of the audiences' demands that they are more interest in the highlight regions of the video contents (e.g. the players on the field). On the other hand, the uplink network resources become slightly difficult to meet the multi-channel (e.g. 4~18) media streaming(s) with HD (e.g. 2K, 4K, and even 8K). For example, the bit-rate of a single-channel media streaming with 4K can reach 80Mbps. 
Accordingly, those media streaming(s) reflecting highlight regions need to be recognized and be uploaded in higher bit-rate, but those ones relevant the edge region(s) of the field (e.g. an auditorium) can be discard or uploaded in lower bit-rate. Then the edge nodes may stitch the media streaming(s) reflecting highlight regions as followed if those ones relevant the edge region(s) are discarded.
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Finally, the remote audiences with HMDs can start their VR experiences from a more meaningful viewpoint and a less uplink network resources. 

	Categorization

	Type: VR, Edge Computing, GPU
Delivery: Uplink, Live Streaming 
Device: HMD, others

	Preconditions

	On the device, a GPU may be installed

On the network, an Edge Computing is integrated, that can support to XR media processing capabilities (e.g. stitching and rendering).

	Requirements in terms of Capabilities and QoS/QoE Considerations

	· Capabilities
· Real-time Stitching multiple video streams as a spherical content
· Real-time Image recognition for highlight-regions
· QoS
· Video (Buffer streaming and/or Live streaming) QoS requirements
· Sufficient bandwidth to delivery multiple media streams 
· QoE
· Audio/Video synchronization
· Immersive voice/audio and visual experience
· Seamless of multiple video streams

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?

-
Do you have any implementation information?

-
Demos

-
Proof of concept

-
Existing services

-
References

-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>

	Cost Analysis

	< How does the use case scale with an increasing number of users? >

	Potential Standardization Status and Needs

	<identifies potential standardization needs>


2.2
Padding value-added information in non-Highlight Region(s) content
	Use Case Name

	Padding value-added information in non-Highlight Region(s) content

	Description

	This use case makes some extensions to the use case discussed in clause 2.1 in order to present more information to the remote audiences. For example, these information may be real-time game scores of the sports matches, the advertisement of the sponsor's products, the playback of creditable moments, and some improvised activities, and so on. These information, which can be presented as text, image and video, become a value-added part of an omnidirectional media content.
Therefore, the edge nodes are able to make these value-added information, composite them with the media streaming(s) reflecting the highlight region(s) and finally generate the omnidirectional media content:
a) Collecting the real-time game scores associated with the onsite matches;
b) Gathering the sponsor's advertisements during the breaks;
c) Editing the creditable moments of the matches;
d) Capturing the activities (e.g. interactions between players and  audiences).
When producing the omnidirectional media content, the edge nodes can pad these information from the above steps in the media contents addressing the edge region(s) of the field. Especially for step c), it is possible that the players and the audiences can have some virtual interactive actions (e.g. sending each other interesting emoticons avatars or shaking hands to extend congratulations). Then, the edge nodes integrated XR media processing capabilities including AR rendering can overlay some 2D and/or 3D animated objects on the omnidirectional media contents to achieve an MR experience for the remote audiences.

	Categorization

	Type: AR, VR, MR, Edge Computing, GPU
Delivery: Uplink, Live Streaming, Interactive

Device: HMD, Glasses, others

	Preconditions

	On the device, a GPU may be installed

On the network, an Edge Computing is integrated, that can support to XR media processing capabilities (e.g. stitching and rendering).

	Requirements in terms of Capabilities and QoS/QoE Considerations

	· Capabilities
· Real-time Stitching multiple video streams as a spherical content
· Real-time Image recognition for highlight-regions
· QoS

· Video (Buffer streaming and/or Live streaming) QoS requirements

· Sufficient bandwidth to delivery multiple media streams 
· QoE
· Audio/Video synchronization
· Immersive voice/audio and visual experience
· Seamless integration of value-added information non-highlight regions

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?

-
Do you have any implementation information?

-
Demos

-
Proof of concept

-
Existing services

-
References

-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>

	Cost Analysis

	< How does the use case scale with an increasing number of users? >

	Potential Standardization Status and Needs

	<identifies potential standardization needs>


2.3
Recommended requirements and working assumptions
· It should be possible to integrate XR media processing capabilities at the edge of the network.
· It should be possible to capture multiple media streaming(s) and then stitch omnidirectional VR video contents at the edge of the network.

· It should be possible to recognize highlight region(s) and/or pad value-added information in non-highlight region(s) clients based on the stitched video contents enabling intelligent optimizing uplink media contents on the edge.
3
Conclusions and proposal

This contribution introduces two use cases related to XR streaming and proposes the edge computing with XR media processing to produce the corresponding XR video contents via faster compute and closer to the devices.
The proposal is to agree the content in Section 2 of this document.
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