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1 Introduction

This document proposes to include the support of 360 fisheye video for the ITT4RT use cases specified in the Permanent Document.

The current potential solutions listed in clause 6.1 of the PD include solutions from OMAF (ISO/IEC 23090-2) and related elementary stream SEI messages, and from these solutions it is implicitly assumed that the elementary stream contains a readily (in-camera) stitched 360 video in some form or other (ERP/cubemap projected, region-wise packed, etc.).  For use cases where the 360 video is not stitched in-camera, clause 6.2 lists potential solutions for certain parameters which enable network-based stitching.
For use cases where stitching is not performed in-camera, 360 fisheye video can be used as a format for delivering non-stitched 360 video, containing also the information required for stitching either by a network-based entity, or by a receiving device.
360 fisheye video has the following characteristics:
· Quality of fisheye video captured by fisheye cameras preserved before stitching
· Low latency stitching support using fisheye video information
· Low complexity capture field-of-view based transmission since a single fisheye lens typically corresponds to a circular image with a certain field-of-view
2 Fisheye video support in other specifications
Fisheye video for 360 immersive media is supported in:

· Omnidirectional MediA Format (OMAF, ISO/IEC 23090-2)
Without the projection and region-wise packing processes also specified in OMAF, multiple circular images captured by fisheye cameras may be directly projected onto a picture, which consists of fisheye omnidirectional video.  The decoded fisheye omnidirectional video may be stitched and rendered according to the user’s intended viewport using the signalled fisheye video parameters, including:
· Region information of circular images in the coded picture,

· Field of view and camera parameters of fisheye lens,

· Lens distortion correction (LDC) parameters with local variation of FOV, and

· Lens shading compensation (LSC) parameters with RGB gains.
· SEI messages as defined in HEVC (ISO/IEC 23008-2)
Fisheye video specific SEI messages are defined in ISO/IEC 23008-2 as “Fisheye video information”, containing the essential information as included in OMAF.
The presence of the fisheye video information SEI message for any picture of a CLVS indicates that the picture is a fisheye video picture containing a number of active areas captured by fisheye camera lens. The information carried in the fisheye video information SEI message enables remapping of the colour samples of the pictures onto a sphere coordinate space in sphere coordinates (ϕ, θ), for use in omnidirectional video applications for which the viewing perspective is from the origin looking outward toward the inside of the sphere. The sphere coordinates are defined so that ϕ is the azimuth (longitude, increasing eastward) and θ is the elevation (latitude, increasing northward).

When a fisheye video information SEI message is present for any picture of a CLVS of a particular layer, a fisheye video information SEI message shall be present for the first picture of the CLVS and no equirectangular projection SEI message or cubemap projection SEI message shall be present for any picture of the CLVS.
3 Proposed changes to the Permanent Document
We propose to update the permanent document according to the additions as shown by the highlighted texts in the section below.
----- Start changes -----
6.1
Potential Solutions for Immersive Video

Figure 6.1 provides an overview of a possible receiver architecture that reconstructs the spherical video in an MTSI or IMS Telepresence UE. Note that this figure does not represent an actual implementation, but a logical set of receiver functions. Based on one or more received RTP media streams, the UE parses, possibly decrypts and feeds the elementary stream to the HEVC decoder. The HEVC decoder obtains the decoder output signal, referred to as the "texture", as well as the decoder metadata. The Decoder Metadata contains the Supplemental Information Enhancement (SEI) messages, i.e., information carried in the omnidirectional video specific SEI messages, to be used in the rendering phase. In particular, the Decoder Metadata may be used by the Texture-to-Sphere Mapping function to generate a spherical video (or part thereof) based on the decoded output signal, i.e., the texture. The viewport is then generated from the spherical video signal (or part thereof) by taking into account the viewport position information from sensors, display characteristics as well as possibly other metadata such as initial viewport information. A similar receiver architecture can also be supported for the AVC codec.
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Figure 6.1 - Potential receiver architecture for VR support over MTSI and IMS Telepresence

For 360 degree video, the potential solutions can consider the following principles:

-
The RTP stream would contain an HEVC or an AVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [3] and ISO/IEC 14496-10 [8] may be present.

-
The video elementary stream(s) may be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [4], clause 10.1.2.2.

Relevant SEI messages contained in the elementary stream(s) with decoder rendering metadata may include the following information as per ISO/IEC 23008-2 [3] and ISO/IEC 14496-10 [8]:

-
Region-wise packing information, e.g., carrying region-wise packing format indication and also any coverage restrictions

-
Projection mapping information, indicating the projection format in use, e.g., Equi-rectangular projection (ERP) or Cubemap projection (CMP)

-
Padding, indicating whether there is padding or guard band in the packed picture

-
Frame packing arrangement, indicating the frame packing format for stereoscopic content

-
Content pre-rotation information, indicating the amount of sphere rotation, if any, applied to the sphere signal before projection and region-wise packing at the encoder side
-
Fisheye video information, indicating that the picture is a fisheye video picture containing a number of active areas captured by fisheye camera lens.  This information enables remapping of the colour samples of the pictures onto a sphere coordinate space
The output signal, i.e., the decoded picture or "texture", is then rendered using the Decoder Metadata information contained in relevant SEI messages contained in the video elementary streams. The Decoder Metadata is used when performing rendering operations such as region-wise unpacking, projection de-mapping and rotation toward creating spherical content for each eye.

Viewport-dependent processing could be supported for both point-to-point conversational sessions and multiparty conferencing scenarios and be achieved by sending from the MTSI receiver RTCP feedback or RTP header extension messages with the desired viewport information and then encoding and sending the corresponding viewport by the MTSI sender or by the media gateway, e.g., MRF. This is expected to deliver resolutions higher than the viewport independent approach for the desired viewport. The transmitted RTP stream from the MTSI sender or media gateway may also include the actual viewport or coverage information, e.g., in an RTP header extension message, as the 360 degree video generated, encoded and streamed by the sender may cover a larger area than the desired viewport. The media formats for tiling and sub-picture coding as described in the viewport-dependent profile of OMAF in ISO/IEC 23090-2 [4] etc. are not relevant for the 5G conversational setting. Instead, viewport-dependent processing based on tiling and sub-picture coding could be realized via RTP/RTCP based protocols that are supported by MTSI and IMS-based telepresence.

OMAF video profiles specified in ISO/IEC 23090-2 [4] are based on HEVC Main 10 Profile, Main Tier, Level 5.1 in order to deliver high quality VR experiences. In the meantime, MTSI in TS 26.114 [1] mandates H.265 (HEVC) Main Profile, Main Tier, Level 3.1 for video, and IMS telepresence in TS 26.223 [2] mandates H.265 (HEVC) Main Profile, Main Tier, Level 4.1 for video.

For achieving video quality required by VR services, it may be recommended that the video codecs for VR support in MTSI and IMS telepresence are aligned with OMAF and/or TS 26.118 [5], e.g., HEVC Main 10 Profile, Main Tier, Level 5.1 may be recommended for MTSI and IMS telepresence in TS 26.114 and TS 26.223 to ensure a high-quality VR experience. It is expected that both MTSI client and MTSI gateway codec requirements are aligned with these recommended video codec requirements for VR support. It is not expected that the mechanisms for session setup and negotiation would be different because of this changed requirement on video codecs.

With regards to the negotiation of SEI messages for carriage of decoder rendering metadata, procedures specified in IETF RFC 7798 [6] on the RTP payload format for HEVC may be reused. In particular, RFC 7798 can allow exposing SEI messages related to decoder rendering metadata for omnidirectional media in the SDP using the 'sprop-sei' parameter, which allows to convey one or more SEI messages that describe bitstream characteristics. When present, a decoder can rely on the bitstream characteristics that are described in the SEI messages for the entire duration of the session. Intentionally, RFC 7798 does not list an applicable or inapplicable SEI messages to be listed as part of this parameter, so the newly defined SEI messages for omnidirectional media in ISO/IEC 23008-2 can be signalled. It is expected that both MTSI clients and MTSI gateways support RTP payload formats for VR support.

For most one-to-one video telephony and multi-party video conferencing scenarios, it is expected that support of the following omnidirectional video specific SEI messages would be sufficient:

1) the equirectangular projection SEI message,

2) the cubemap projection SEI message,

3) the sphere rotation SEI message,
4) the region-wise packing SEI message, and

5) the fisheye video information SEI message (for fisheye video)
For stereoscopic video support, in either one-to-one video telephony scenarios or multi-party video conferencing scenarios, support of a subset of the frame packing arrangement SEI message as in ISO/IEC 23090-2 [4] is also needed.

Based on the above, an SDP framework for immersive video exchange needs to be developed to negotiate codec support, SEI messages for decoder rendering metadata, as well as RTP/RTCP signaling necessary for viewport dependent processing. These capabilities may be individually negotiated, but to simplify the SDP exchange and avoid fragmentation of capabilities it would be more preferable to specify one or more MTSI client profiles and develop the SDP framework based on these profiles. Such an example compact SDP negotiation framework is described below.

A new SDP attribute 3gpp_360video may be defined with the following ABNF:

3gpp_360video = "a=3gpp_video:" [SP "VDP" SP "Stereo"]

A potential specification for the semantics of the above attribute and parameter is provided below.  Unsupported parameters of the 3gpp_360video attribute may be ignored. 

An MTSI terminal supporting the 360 video feature without using viewport-dependent processing (VDP) or stereoscopic video for video may support the following procedures:

·  when sending an SDP offer, the MTSI client includes the 3gpp_360video attribute in the media description for video in the SDP offer

·  when sending an SDP answer, the MTSI client includes the 3gpp_360video attribute in the media description for video in the SDP answer if the 3gpp_360video attribute was received in an SDP offer

·  after successful negotiation of the 3gpp_360video attribute in the SDP, for the video streams based on the HEVC codec, the MTSI clients exchange an RTP-based video stream containing an HEVC bitstream with omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [3] with the following characteristics:
·  OMAF video profiles specified in ISO/IEC 23090-2 [4] are based on HEVC Main 10 Profile, Main Tier, Level 5.1 are supported.
·  exchange of the following SEI messages are supported: (i) the equirectangular projection SEI message, (ii) the cubemap projection SEI message, (iii) the sphere rotation SEI message, and (iv) the region-wise packing SEI message, and (v) the fisheye video information SEI message.
· after successful negotiation of the 3gpp_360video attribute in the SDP, for the video streams based on the AVC codec, the MTSI clients exchange an RTP-based video stream containing an AVC bitstream with omnidirectional video specific SEI messages as defined in ISO/IEC 14496-10 [8] with the following characteristics:
·  OMAF video profiles specified in ISO/IEC 23090-2 [4] are based on AVC Progressive High Profile, Main Tier, Level 5.1 are supported.
·  exchange of the following SEI messages are supported: (i) the equirectangular projection SEI message, (ii) the cubemap projection SEI message, (iii) the sphere rotation SEI message, and (iv) the region-wise packing SEI message, and (v) the fisheye video information SEI message.
An MTSI terminal supporting the 360 video feature supporting use of viewport-dependent processing (VDP) would include the VDP parameter in the SDP offer and answer. Depending on the value indicated by the VDP parameter, the MTSI terminal would further support the following procedures:

· the RTCP feedback (FB) message described in clause 9.2 type to carry desired or requested viewport information during the RTP streaming of media (signalled from the MTSI receiver to the MTSI sender). 

· the RTCP feedback (FB) message described in clause 9.3 type to carry desired ROI (arbitrary or pre-defined) information during the RTP streaming of media (signalled from the MTSI receiver to the MTSI sender). 

·  [the new RTP header extension type described in clause 9.4 to carry actually transmitted viewport information during the RTP streaming of media (signalled from the MTSI sender to the MTSI receiver).]

An MTSI terminal supporting the 360 video feature with stereoscopic video would include the Stereo parameter and additionally support frame packing arrangement SEI message as in ISO/IEC 23090-2 [4] for HEVC and ISO/IEC 14496-10 [8]. 

----- End changes -----
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