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Summary
This contribution proposes an approach for discoviring the basic edge capabilities required for the accepted use-case.
Background
Currently the split-rendering use-case is adopted in FS_EMSA permanent document. This contribution proposes one of the basic functionalities to address the requirement of this usecase. But such requirements can be extended for the other usecases.
Split Rendering use-case
Overview
Figure 1 summurizes the use-case:
[image: ][bookmark: _Ref40712540]Figure 1 Split Rendering with Asynchronous Time Warping (ATW) Correction


Requirements
As mentioned in the submitted use-case:
1. XR graphics workload is split into rendering workload on a powerful XR server (in the cloud or the edge) and pose correction (such as ATW) on the XR device.
2. On the network, an XR Server is installed, that runs a gaming application as well GPU based rendering and an encoding.
Since the edge or cloud should include an XR server to run the process, such capability must be discoverable:
1. If the edge server is XR-capable, then when enquires made to the edge sever, it should provide such capability.
2. If the cloud service provide such capability, the external application server should provide such capability.
Discovering capabilities in content of SA6 architecture
Figure 2 represents the SA6 edge server architecture as defined in 23.558:
[image: ]
Figure 2 SA6 Edge data network architecture
The XR server capabilities needed for the split rendering use-case if is run on an edge server, is supported by an Edge Application Server (EAS) in the above figure.
TS23.558 provides Edge Application Server KPI discovery as shown in Table 1:
Table 1: Edge Application Server Service KPIs
	Information element
	Status
	Description

	Maximum Request rate
	O
	Maximum request rate from the Application Client supported by the server. 

	Maximum Response time
	O
	The maximum response time advertised for the Application Client's service requests.

	Availability
	O
	Advertised percentage of time the server is available for the Application Client's use.

	Available Compute
	O
	The maximum compute resource available for the Application Client.

	Available Graphical Compute
	O
	The maximum graphical compute resource available for the Application Client.

	Available Memory
	O
	The maximum memory resource available for the Application Client.

	Available Storage
	O
	The maximum storage resource available for the Application Client.

	Connection Bandwidth
	O
	The connection bandwidth in Kbit/s advertised for the Application Client's use.



Extending the 5G edge data network architecture
This contribution extends the 5G edge architecture to allow the followings:
1. Discovery of the available Edge Application Servers by an Application Service Provider 
2. Discovery of any available Edge Application Server’s capabilities by Application Service Provider
The Extended Architecture


Figure 3: Extended 5G Edge Application architecture 
In Figure 3, we add new interfaces to the architecture for 5GMS Application Provider:
1. E9: Edge Application Server (EAS)
2. E10: Edge Enabler Server (EES)
3. E11: Edge Configuration Server (ECS)
Discovery of Edge Application Servers
In this approach, we extend the TS23.558 APIs to enable the discovery of media capabilities of the Edge Data networks by the Application Service Provider. Figure 4 demonstrates such call flow.
Application Service Provider
EAS
3. Request registration (E10)
EES
ECS

2. Provisions (E11)
 
1. Request provisioning (E11)
 
4. registration response (E10)
5. Request Service (E9)
6. Confirm Service (E9)

[bookmark: clause4][bookmark: tsgNames]Figure 4: Discovery of Edge Application Server
As shown in Figure 4:
1. Application Server Provider (ASP) ASP requests provisioning from ECS.
2. ECS provisions and provides a list of EESs.
3. ASP requests registration from an EES.
4. EES registers and provides the list and locations of EAS.
5. ASP request a service form EAS.
6. EAS starts running the service and confirms the service.
7. APS connects to EAS and uses the service
Extending the Edge architecture interface in 5GMSA
Figure 5 shows the extension:


Figure 5: Combined Edge and 5GMS architecture
In this figure:
1. 5GMS AS and AF as well as ECS, EES are logical entities. All or some of them may be combined when implemented.
2. EASs are multiple entities. From 5GMS AS point for view, all EAS entities are part of the ASP. M2 provides the media flow between 5GMS AS and ASP. Since (a part of) the application may be run on an EAS, 5GMS AS may be connected to the EAS through ASP.
Questions for gap analysis
The following questions should be answered for each EMSA use case:
1. API adequacy: Are the current Edge Data Network APIs adequate to addresss the use-case or  does new API are needed, e.g. Application Provider need to be able to directly discover the location and capabilities of the Edge application servers?
2. Capability discovery: Are the current Edge Application Server’s KPIs adequate for discovering the capabilities of the edge server for running the use-case? 
a. Does the raw computational power, i.e. “Available Graphical Compute” satisfy the processing requirements, or shall the information element be richer?
b. Does discovering of any dedicated supported functions, i.e. highly optimized functions and their KPIs, needed when such functions are available?
3. Workflow Description: Is the workflow fixed, or do different application use different workflows depending on the specific deployment/user for the use-case?
a. In the case of different workflows, does the platform use pre-configured templates, or is the application allowed to define its own workflow?
b. For a given workflow, does the application should request instantiation of the workflow from the edge server, and see if the established workflow can achieved the desired performance?
Application to other use-cases
The questions raised in section 8 can be also invesitaged for the other FS_EMSA use-cases.
Proposal
We propose the above sections 4-7 of this proposal to be included in FS_EMSA permanent document for further investigation.
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