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1 Introduction
This document clarifies some of the editor’s notes and FFS items from the section on VDP as agreed in contribution S4-AHM572 to be included in the ITT4RT Permanent document. The changes are highlighted with revision marks.  
2 VDP Solutions

There may be different ways in which a sender chooses to deliver viewport-dependent 360-degree video to the receiver(s). We discuss below four of these, which are described later in more detail:  
1.  360-degree video optimized for the current viewport
2.  Tiled video with multiple (at least two) quality levels  
3.  High-quality viewport-only delivery 
4.  High-quality viewport + low-quality background 360-degree video.
Note that the term 360-degree video is used for omnidirectional content within the Captured (or Preferred) Field of View range, and may not necessarily always be full 360 degrees. The figures show Equirectangular Projection (ERP) examples to illustrate the quality in different parts of the image for simplicity. While viewport margins are not shown in any of the solutions, they can be used unless indicated otherwise. 
2.1 360-degree video optimized for the current viewport 

In this case, the full 360-degree video which has been optimized for the current viewport is delivered to the receiver, so that the viewport is at a higher quality as shown in Figure 1. For the sake of scalability, an MRF/MCU delivering content to multiple end users may receive viewport independent 360-video from the content source, and encode multiple versions of the content optimized for different viewing orientations, and deliver the version most suitable to the current viewport of each user. 
The bitrate savings are limited when the full 360-degree video is delivered. However, a delay in viewport update does not cause disruption in the viewing experience in terms of content flow, but just a temporary lowered quality of the visible content.
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Figure 1: Full 360-degree video is encoded, optimized and delivered for the current viewport region.
Signalling and Delivery

The full 360-degree video can be delivered as a single RTP stream and the media stream will have the SDP attribute 
a=3gpp_360video:100<sp>cap=VDP
where cap indicates the capability and VDP means Viewport-Dependent Processing. The receiver does not require any additional signalling from the sender to decode and render the stream. The resolution in the attribute “imageattr” corresponds to the 360-degree video and not just the viewport region. 
Full Pipeline

We present here the pipeline for a point-to-point case (see Figure 2). The sender receives an image from a capture device and stitched if not pre-stitched. It then determines the viewport of the receiver based on RTCP viewport feedback. Once the viewport has been determined, the video is encoded with higher quality in the viewport region, packetized and delivered to the receiver. The receiver decodes and renders the received video. No additional signalling is needed. 

Note: Region-wise packing may be used in this case as well, with additional signalling or information carried in SEI messages. 


[image: image2]
Figure 2 :  Pipeline for 360-degree video with optimized viewport solution.

2.2 Tiled Video with multiple quality levels
In this case, tiled encoding, e.g., HEVC motion-constrained tiling, is used to create a tiled low-quality version of the 360-degree video and a tiled high-quality version of the 360-degree video (note that more than two quality levels for the encodings may be created). The delivered stream consists of high-quality tiles for the viewport region and low-quality tiles for the non-viewport region. When the low-quality and high-quality tiles are encoded using low fidelity and high fidelity, we refer to this as the mixed-quality tiled encoding approach. Whereas if the low-quality and high-quality tiles are created using lower resolution and higher resolution respectively, we refer to this as the mixed-resolution tiled encoding approach. Figure 3 illustrates the concept. 
Mixed-resolution has been found to have a lower subjective quality in comparison to the mixed-quality approach [1] but may be used to increase the effective viewport resolution of viewport for devices with limited decoding capability [5] (e.g., effective 6K viewport resolution with 4K viewport resolution). The mixed-resolution and mixed-quality client operation implementation is described in [3]. The slice header and other bitstream rewriting required to create a conformant HEVC bitstream which can be decoded by a single decoder is described in OMAF 2nd edition draft (MPEG N19274), clause 4.6.4.2 and 10.1.5.4 [4].
The main advantage of tiled encoding is scalability; the MRF/MCU does not have to produce content for each receiver individually, but the operations are limited to picking the right high quality tiles and low-quality tiles from the two versions of the video, and “assemble it” for each receiver based on the receiver’s head orientation. However, tiled video has lower coding efficiency as inter-picture prediction is limited to each tile. Furthermore, the storage and processing requirements for encoding tiled video at multiple qualities may be unsuitable for smaller conference sizes. 

[image: image3]
Figure 3: Tiled encoding is used to generate two versions of the full 360-degree video. The delivered stream consists of high-quality tiles in the viewport region and low-quality tiles in the non-viewport regions.
Note: Multiple streams and multiple decoders may be used for the tiled case but may increase complexity.
Signalling and Delivery 
All tiles can be packaged and delivered in a single RTP stream and can be decoded using a single decoder when all tiles are decoded together. In case of mixed-resolution, packing information needs to be signaled to the receiver, which uses it for rendering after decoding. The SEI messages for region-wise packing (RWP) can be used to carry the information about packed picture mapping to assist the receiver in the understanding of the high-quality and low-quality areas, or be sent as an RTP header extension.
In the SDP, in addition to indicating VDP, an additional SDP parameter may be used to indicate the packed picture mapping (PPM). For example, 
a=3gpp_360video:100<sp>cap=VDP<sp>PPM=1/2 

where “PPM” (i.e., packed picture mapping) may carry the value 1 for mixed quality packing or 2 for mixed-resolution packing. 
The resolution in imageattr corresponds to the 360-degree video. 


Full Pipeline
The full pipeline is shown in Figure 4. In this case, the encoding process is the same regardless of the viewport orientation of the receiver. Once encoding is done, the sender can determine the viewport and select the tile qualities based on the viewport region. The tiles are packed and delivered to the receiver, which decodes and renders. The stream must carry information about RWP to assist the receiver in unpacking. The unpacking is part of the rendering process and may require upsampling tiles and arranging the upsampled tiles into the projected format in the mixed-resolution case. The packing/unpacking step and signalling packed picture information in the stream is not needed for the mixed-quality case.
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Figure 4:  Pipeline for 360-degree video with tiled encoding. Packing and RWP information may not be needed in cased of mixed-quality. 
2.3 HQ viewport-only delivery

For maximim bandwidth savings, the sender may send only an extracted high-quality region corresponding to the viewing orientation. In this case, only the extracted viewport (with or without a margin) from the 360-degree video is encoded and delivered to the receiver. If the viewport is extracted from a projected picture (e.g., ERP), the resolution would change depending on where the viewport is located on the picture. To prevent changing resolution, the sender must rotate the sphere to re-orient the selected viewport to the center of the projected picture. Figure 5 illustrates the rotated and centered viewport extracted from the 360-degree video. 
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Figure 5: The 360-degree video is rotated with respect to the original capture orientation to bring the viewport to the center of the ERP in order to ensure the same resolution for the viewport region.
The required steps for this method on the sender side are : 
1. The images are captured with a 360-degree camera. 

2. The images are stitched if in-camera stitching is not provided. 

3. The viewport is selected based on the viewport size and the last known viewport orientation (based on RTCP viewport feedback). 

4. The viewport is rotated to the center of the projected picture; this ensures consistent resolution for viewport-dependent encoded picture resolution of a projected picture (as shown in Figure 5).

5. Encode the content and deliver it to the receiver.
For the receiver to be able to display the received viewport correctly in reference to the capture orientation, the sender must signal the rotation information to the receiver. This can be done using the rotation SEI messages or using an RTP payload header extension carrying the orientation of the delivered viewport in reference to the capture orientation. 
Signalling and Delivery
The video is delivered as a single stream. The SDP signalling consists of
a=3gpp_360video:100<sp>cap=VDP
An RTP header extension to carry the selected viewport information (azimuth, elevation and tilt) of the delivered stream may be used as previously discussed in sections 6.1 and 9.4 of the Permanent document when SEI messaging is not used. The resolution in the imageattr corresponds to the resolution of the delivered viewport region. 
Full Pipeline

The full process based on the steps mentioned above is illustrated in Figure 6. The receiver always receives a constant sized, constant resolution image for the viewport region. The sender must include information about the selected viewport with the stream so that the receiver is able to reverse the rotation applied by the sender in Step 4 above. 
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Figure 6: A high-quality viewport-only solution

Viewport-Locked Mode 

The viewport only solution is especially useful for viewport followers that are following the viewport orientation of another user. In this case, the received viewport does not need to be mapped to the original capture orientation, i.e., there is no need to reverse the rotation. Instead, the receiver can render the received video as viewport-locked, i.e., centered at the center of the viewport/display. The modified pipeline for this case is shown in Figure 7. The SDP parameter to use would be: 

a=3gpp_360video:100<sp>cap=VDP-VL

The solution may be useful for other 2D display devices even if they are not follower UEs, as a delayed viewport update (at least 1 RTT) does not significantly lowers the user experience. In case of ultra low-latency networks, the solution can be used for HMDs, but may cause motion sickness if latency increases and, hence, must be used carefully. 
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Figure 7: A high-quality viewport only, viewport-locked (VL) solution. The viewport feedback may be received from a different UE in case of follower UEs.
2.4 HQ Viewport + LQ background delivery

The HQ viewport-only solution can be combined with a low-quality (LQ) viewport-independent 360-degree video to deliver a more continuous viewing experience in case of head motion. This LQ background may be delivered as a separate 360_bg stream, however, this requires the use of two decoders and the two streams require synchronization.. The HQ viewport stream may be an upgrade stream sent only when network conditions allow and paused in case of network issues. 
In an alternate case, the LQ viewport-independent 360-degree video can be frame packed with the HQ viewport and delivered as a single stream as shown in Figure 8. This method would require packing information to be delivered to the receiver. Since the size and shape of the pictures remains same, this information can be signaled only once using SDP, using the Packed Picture Mapping (PPM) attribute.  Further details on the signalling and pipeline of a single stream case follow. 
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Figure 8: A high-quality viewport and low-quality background packed in a single stream. 

Signalling and Delivery:
When the video is delivered as a single stream, the SDP signalling consists of

a=3gpp_360video:100<sp>cap=VDP<sp>PPM:[packing information]
The packing information consists of: 

· Packed_picture_width of the high-quality region

· Packed_picture_height of the high-quality region

· Packed_picture_width of the low-quality region

· Packed_picture_height of the low-quality region

· Transform operations applied on the high-quality region. 

· Transform operations applied on the low-quality region 
Transform operations may be any of the following:

1. no transorm
2. mirrored horizontally 
3. Rotation clockwise by 90 degrees
4. Rotation clockwise by 180 degrees
5. Rotation clockwise by 270 degrees
6. Rotation anti-clockwise by 90 degrees
7. Rotation anti-clockwise by 180 degrees
8. Rotation anti-clockwise by 270 degrees. 
An RTP header extension to carry the selected viewport information (azimuth, elevation and tilt) of the delivered stream may be used as previously discussed in sections 6.1 and 9.4 of the Permanent document when SEI messaging is not used for carrying rotation information for the HQ viewport. The resolution in the imageattr corresponds to the resolution of the encoded picture. The resolution of the viewport may be higher than the background. 
Full Pipeline
The full pipeline is shown in Figure 9. A high-quality viewport is encoded in the same way as described in x.3. In addition, a LQ 360-degree viewport-independent version of the video is encoded. Both streams are packed together, packetized and delivered to the receiver. The receiver unpacks, decodes, reverse rotates the HQ viewport to the right coordinates and finally renders. 
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Figure 9: A high-quality viewport and low-quality background using a single stream. 

3 Comparison of the Proposed Solutions
We present here a short discussion on the advantages and disadvantages of each of the proposed solutions. The purpose is to formulate a clear recommendation for ITT4RT applications on what type of VDP solution to use. 

· 360-degree video with optimized viewport is delivered entirely as a single stream and does not require any complex unpacking process at the receiver. It can be made scalable if multiple versions with different viewport orientations are encoded. 
· Tiled media is scalable to a large number of receivers with different viewport sizes. The tiles are independently decodeable, and hence only the required tiles can be delivered (e.g., only the viewport with or without a margin) but decoding the tiles independently requires either multiple decoders or serializing the decoding process (introducing latency). Decoding all tiles within the frame is more suited to a single decoder solution. This way the receiver also maintains media availability in case of head motion. However, this comes at the expense of bit rate savings. Finally, since tiled encoding at multiple qualities has higher storage and processing requirements it is, therefore, less suited to smaller conference sizes and may work better in the presence of an MRF/MCU. It should be investigated further if there is a recommended minimum conference size for which such a scheme is more suitable.
· A HQ viewport-only solution is able to maximize bandwidth savings but limits the availability of media in case of head motion. Margins can be used to extend the viewport for better experience. The frames maintain shape and resolution despite projection. The content is delivered as a single stream and a single decoder is required making it suitable for simpler receivers. However, additional selected viewport information needs to be signaled from the sender to receiver with the video stream either as SEI or RTP header extension. The special viewport-locked case omits this signalling and provides a simplistic solution for follower UEs and limited FoV ITT4RT clients. It can be paired with a background LQ 360-degree video for a fuller viewing experience. When packed in a single stream, the LQ background + HQ viewport solution does not require updating the packing information with a changing viewport. The packing information can be signaled once in the beginning using SDP.
Finally Table 1 shows a comparison of the different solutions. 

	
	360-degree video optimized for the current viewport
	Tiled Video with multiple quality levels
	HQ Viewport-only
	HQ Viewport + LQ background

	Required number of decoders
	1
	1 
	1
	1

	Number of RTP streams
	1
	1
	1
	1

	Synchronization needed
	No
	No
	No
	Required in case of multiple streams

	Efficiency in terms of bit rate
	Low
	Variable+
	High
	Low

	Intracoding prediction efficiency
	
	∝ 1/N++
	
	

	Scalability (for multiple receivers and MCU usage)
	Low**
	High
	Low*
	Low*

	Freedom of movement
	Full
	Variable+
	Limited
	Full

	SDP signaling (cap)
	VDP
	VDP
	VDP / VDP-VL
	VDP

	RTP header extensions
	No
	Packing information (may be sent in SEI)
(Not required for Mixed-quality)
	Delivered Viewport (unless VL is used)
(may be sent in SEI)
	Delivered viewport
(may be sent in SEI)

	Encoding complexity
	FFS
	High
	Low
	Low

	Required receiver complexity 
	Low
	Variable+
	Low
	FFS

	Additional SDP signalling
	None
	PPM: To indicate mixed-quality or mixed-resolution tiles
	None
	PPM:

Packing information in case of single stream***

	* Scalability can be improved by encoding multiple versions of HQ viewport for different viewport orientations and deliver the version most suited to each receiver’s orientation. 

** Scalability can be improved by encoding multiple versions of the content optimized for different viewing orientations and deliver the version most suited to each receiver’s orientation.
*** The packing information does not need to be updated regularly as the size and orientation of both frames remains the same. It can be shared once in the beginning in SDP. 
+ Depends on whether all tiles (for full 360-degree) are delivered and decoded or only a subset. 

++ N is the number of tiles


 Table 1: Comparison of different Viewport-Dependent Delivery schemes for ITT4RT.

Recommendations:
[Note: From the discussed options, one or more recommended solutions should be selected based on conference size, device capabilities and network topology.]

4 Proposal

The proposal is to add the proposed changes to the ITT4RT permanent document.   
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