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Foreword
ISO (the International Organization for Standardization) and IEC (the International Electrotechnical Commission) form the specialized system for worldwide standardization. National bodies that are members of ISO or IEC participate in the development of International Standards through technical committees established by the respective organization to deal with particular fields of technical activity. ISO and IEC technical committees collaborate in fields of mutual interest. Other international organizations, governmental and non-governmental, in liaison with ISO and IEC, also take part in the work. In the field of information technology, ISO and IEC have established a joint technical committee, ISO/IEC JTC 1.
The procedures used to develop this document and those intended for its further maintenance are described in the ISO/IEC Directives, Part 1. In particular, the different approval criteria needed for the different types of document should be noted. This document was drafted in accordance with the editorial rules of the ISO/IEC Directives, Part 2 (see www.iso.org/directives).
Attention is drawn to the possibility that some of the elements of this document may be the subject of patent rights. ISO and IEC shall not be held responsible for identifying any or all such patent rights. Details of any patent rights identified during the development of the document will be in the Introduction and/or on the ISO list of patent declarations received (see www.iso.org/patents).
Any trade name used in this document is information given for the convenience of users and does not constitute an endorsement.
For an explanation of the voluntary nature of standards, the meaning of ISO specific terms and expressions related to conformity assessment, as well as information about ISO's adherence to the World Trade Organization (WTO) principles in the Technical Barriers to Trade (TBT) see www.iso.org/iso/foreword.html.
This document was prepared by Technical Committee ISO/IEC JTC 1, Information technology, Subcommittee SC 29, Coding of audio, picture, multimedia and hypermedia information.
A list of all parts in the ISO/IEC 23009 series can be found on the ISO website.
Any feedback or questions on this document should be directed to the user’s national standards body. A complete listing of these bodies can be found at www.iso.org/members.html.
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Information technology — Dynamic adaptive streaming over HTTP (DASH) — Part 1: Media presentation description and segment formats, Amendment 1: CMAF support, events processing model and other extensions 
General Updates
Replace Foreword
This fifth edition cancels and replaces the fourth edition (ISO/IEC 23009-1:2020), which has been technically revised. It also incorporates the Amendment ISO 23009-1:2020/Amd.1:2020. The main changes compared to the previous edition are as follows:
· a DASH Profile for using Common Media Application Format (CMAF) is added;
· the concept Resynchronization is added in order to address early resynchronization in Segments;
· MPD Patching is updated to support explicit MPD updates of smaller size, not only as inband messages;
· a client processing model for Event Streams and Timed Metadata tracks is introduced;
· the ability to add a static content as a preroll to a dynamic Media Presentation;
· Extensions to Content Protection for efficient signalling and to support robustness levels.
· A descriptor in order to describe the minimum required device output protection security.
Add to 2
· Digital Content Protection LLC, "HDCP Interface Independent Adaptation Specification             Revision 2.3”,  March 02, 2018, https://www.digital-cp.com/sites/default/files/HDCP%20Interface%20Independent%20Adaptation%20Specification%20Rev2_3.pdf

Add to 3.1 Terms and definitions
3.1.X
Resynchronization Point
a point within a Representation to start processing the Representation within a Segment
Add to 3.2 Symbols and abbreviated terms
	AEMS
	application event or metadata streams

	API
	application programming interface

	CMAF
	common media application format

	DOM
	document object model

	EMIO
	event/metadata internal object

	HDCP
	high-bandwidth digital content protection

	IDL
	Interactive Data Language

	LAT
	Latest Arrival Time



Add to 4.6, Table 1
	rpis
	6.3.5
	Resynchronization Point Index Segment



Add to 4.7, Table 2
	urn:mpeg:dash:output-protection:hdcp:2020
	5.8.X.2
	Scheme to indicate the HDCP output protection



Replace in clause 5.2.2
Implementors are supported by files available at: https://standards.iso.org/iso-iec/23009/-1/ed-4/en. These files include the schema as well as all examples provided in Annex G.
With
Implementors are supported by files available at: https://standards.iso.org/iso-iec/23009/-1/ed-5/en. These files include the schema as well as all examples provided in Annex G.

Add new clause 5.2.3.4
5.2.3.5	Elements and Attributes added in the fifth edition of this document (ISO/IEC 23009-1:20xx)
This revision adds the following elements and attributes to the schema defined in Annex B compared to the 2020 revision (ISO/IEC 23009-1:2020) of this document:
—	MPD.PatchLocation
—	MPD.Preroll
—	AdaptationSet@initializationMaster
—	RepresentationBase.Resync
—	ContentProtection@ref
—	ContentProtection@refId
—	ContentProtection@robustness
—	CommonAttributesAndElements.OutputProtection

Replace in Annex B
The schema of the MPD for this document is provided at https://standards.iso.org/iso-iec/23009/-1/ed-4/en (DASH-MPD.xsd).
NOTE 	For the FDIS ballot, the accompanied zip archive contains the schema in the file DASH-MPD.xsd. The schema will eventually be made available at the above URL. 
with
The schema of the MPD for this document is provided at https://standards.iso.org/iso-iec/23009/-1/ed-5/en (DASH-MPD.xsd).
NOTE 	For the DAM ballot, the accompanied zip archive contains the schema in the file DASH-MPD.xsd. The schema will eventually be made available at the above URL. 
Editor's Note: Several pull requests have been created to add the changes in this Amendment. Please check here and comment https://github.com/MPEGGroup/DASHSchema/pulls

Replace in Annex G
All examples documented in this annex are provided at https://standards.iso.org/iso-iec/23009/-1/ed-4/en with the following file naming convention: 
example-G<subsection>[<order in subsection>].mpd
with
All examples documented in this annex are provided at https://standards.iso.org/iso-iec/23009/-1/ed-5/en with the following file naming convention: 
example-G<subsection>[<order in subsection>].mpd
Replace in Annex G.11
NOTE: The example code is accessible here: https://standards.iso.org/iso-iec/23009/-1/ed-4/en (example_G11_remote.period.xml)
With
NOTE: The example code is accessible here: https://standards.iso.org/iso-iec/23009/-1/ed-5/en (example_G11_remote.period.xml)
Replace in Annex H.3
All examples documented in this Annex are provided at https://standards.iso.org/iso-iec/23009/-1/ed-4/en with the following file naming convention referring to H.3.
<subsection>: example-H<subsection>.mpd
With
All examples documented in this Annex are provided at https://standards.iso.org/iso-iec/23009/-1/ed-5/en with the following file naming convention referring to H.3.
<subsection>: example-H<subsection>.mpd
Replace in Annex I.2.1
The initial part of the XML schema of the URL Query Information is provided below, including namespace and other definitions. Specific types, elements and attributes are introduced in the remainder of this subclause. The complete normative URL Query Information schema is provided at at https://standards.iso.org/iso-iec/23009/-1/ed-4/en (DASH-MPD-UP.xsd). In case of inconsistencies, this schema takes precedence both over the XML syntax snippets provided in this clause and all prose text in this document.
Implementors are supported by additional files available at: https://standards.iso.org/iso-iec/23009/-1/ed-4/en. These files include the schema as well as all examples provided in this annex.
with
The initial part of the XML schema of the URL Query Information is provided below, including namespace and other definitions. Specific types, elements and attributes are introduced in the remainder of this subclause. The complete normative URL Query Information schema is provided at at https://standards.iso.org/iso-iec/23009/-1/ed-5/en (DASH-MPD-UP.xsd). In case of inconsistencies, this schema takes precedence both over the XML syntax snippets provided in this clause and all prose text in this document.
Implementors are supported by additional files available at: https://standards.iso.org/iso-iec/23009/-1/ed-5/en. These files include the schema as well as all examples provided in this annex.
Change 1: DASH Profile for CMAF
Add to 2 Normative References
ISO/IEC 23000‑19, Information technology — Multimedia application format (MPEG-A) — Part 19: Common media application format (CMAF) for segmented media
Add to 4.7, Table 2
	urn:mpeg:dash:profile:cmaf:2019
	8.X
	Identifier for DASH Profile for CMAF content



Add to 5.3.3.2, Table 2
	
	
	
	@initializationSetRef
	O
	specifies a white space separated list of Initialization Set identifiers. The Adaptation Set shall conform to all Initialization Sets that are referenced in this attribute.

	
	
	
	@initializationMaster
	O
	specifies the URL of an Initialization Segment that is sufficient to initialize the Adaptation Set. If not present, an Initialization Segment from one of the Representations is used.

	 
	 
	 
	Accessibility
	0 … N
	specifies information about accessibility scheme
For more details, refer to subclauses 5.8.1 and 5.8.4.3.



Add to 5.3.3.3, Table 2

	<!-- Adaptation Set -->

	<xs:complexType name="AdaptationSetType">

		<xs:cosfmplexContent>

			<xs:extension base="RepresentationBaseType">

	...

				<xs:attribute name="initializationMaster" type="xs:anyURI"/>

			</xs:extension>

		</xs:complexContent>

	</xs:complexType>



Replace in 5.3.3.3
Replace
	<xs:attribute name="segmentAlignment" type="xs:boolean" default="false"/>

	<xs:attribute name="subsegmentAlignment" type="xs:boolean" default="false"/>



With
	<xs:attribute name="segmentAlignment" type="ConditionalUintType" default="false"/>

	<xs:attribute name="subsegmentAlignment" type="ConditionalUintType" default="false"/>



	<!-- Conditional Unsigned Integer (unsignedInt or boolean) -->

	<xs:simpleType name="ConditionalUintType">

	      <xs:union memberTypes="xs:unsignedInt xs:boolean"/>

	</xs:simpleType>



Add in clause 5.3.7.2, Table 13
	 
	 
	 
	@containerProfiles
	O
	specifies the container profiles of Representations that are essential to process it. The detailed semantics depend on the value of the @mimeType attribute.
The contents of this attribute shall conform to either the pro-simple or pro-fancy productions of IETF RFC 6381:2011, subclause 4.5, without the enclosing DQUOTE characters, i.e. including only the unencodedv or encodedv elements respectively. 
4CC may contain characters that must be escaped in XML. 4CC strings shall be escaped according to W3C XML:2008, Section 2.4.



Add in clause 5.3.7.3
	<!-- Representation base (common attributes and elements) -->

	<xs:complexType name="RepresentationBaseType">

			…

			

			<xs:any namespace="##other" processContents="lax" minOccurs="0" maxOccurs="unbounded"/>

		</xs:sequence>

	       <xs:attribute name="containerProfiles" type="ListOf4CCType"/>

		<xs:anyAttribute namespace="##other" processContents="lax"/>

	</xs:complexType>



Replace in 5.3.9.2.2, Table 15
	
	
	
	
	@eptDelta
	O

	specifies the difference between the earliest presentation time in the Representation and the value of the @presentationTimeOffset.
The value of the earliest presentation time of the first Media Segment in this Representation in seconds is computed the sum of the value of this attribute and the value of the @presentationTimeOffset in units of the @timescale attribute.
If not present on any level, but the SegmentTimeline element is present, then the value is the value of the @t attribute of the first S element in the Segment minus the value of the @presentationTimeOffset. Otherwise it assumed to be 0.



with:
	
	
	
	
	@eptDelta
	O

	specifies the difference between the earliest presentation time in the Representation and the value of the @presentationTimeOffset.
The value of the earliest presentation time of the first Media Segment in this Representation in seconds is computed as the sum of the value of this attribute and the value of the @presentationTimeOffset in units of the @timescale attribute.
If the media is contained in a Self-Initializing Media Segment, the value of  @presentationTimeOffset is used to identify the Sub-Segment, that is the first one of the Representation. In this case, the value of @eptDelta shall be set to the difference of the @presentationTimeOffset and the earliest presentation time of the Subsegment containing the media time provided by the value of @presentationTimeOffset.
If not present, the value is unknown. 
Note: if the value if @eptDelta is smaller than zero then this results in an overlap prior to the Period. If the value is positive, it results in a gap.


	 
	 
	 
	 
	@pdDelta
	O
	specifies the difference between Period duration and the presentation duration of this Representation minus the value of the @presentationTimeOffset in units of @timescale.
If the media is contained in a Self-Initializing Media Segment, the sum of the value of  @presentationTimeOffset and the Period duration is used to identify the Subsegment, that is the last one of the Representation. In this case, @pdDelta shall be set according to the presentation duration of this last Subsegment.
If not present, the value is unknown.  
Note: if the value if @pdDelta is smaller than zero then this results in a gap at the end of the Period. If the value is positive, it results in an overlap.



		<xs:attribute name="pdDelta" type="xs:integer"/>



Add the following after clause 8.11:

8.X DASH Profiles for CMAF content
8.X.1	General
ISO/IEC 23000-19 defines a common media application format for segmented media. The CMAF addressable media objects, also known as resources, may be delivered in a DASH Media Presentation. 
Common Media Application Format (CMAF) content is generated independently of a manifest format and defines the structural format of CMAF tracks and relationships between these tracks. CMAF is built on the ISO BMFF file format and its Segments follow the ISO BMFF Segment constraints as defined in clause 6.2. In order to distribute CMAF content in DASH, this profile defines a normative mapping of CMAF structures and timelines to DASH structures and timelines. Using Applying this mapping enables content to conform to both CMAF constraints and DASH requirements. 
The core DASH Profile for CMAF Content is identified by the URN "urn:mpeg:dash:profile:cmaf:2019". The profiles parameter may be present on different levels in the MPD.
The restrictions and requirements for this profile are documented in the remainderclause 8.X.5 of this clause based on the CMAF content model defined in clause 8.X.2 and the high-level mapping considerations in clause 8.X.3 as a restriction of the extended DASH Profile for CMAF content.
Furthermore, in certain case for which splicing of content from different sources need to happen, not always it is practicle and feasible to map a CMAF Presentation exactly on a DASH Period. Typically this is the case for inserted ads that may have a longer duration than the available ad slot. For this, an extended DASH Profile for CMAF Content is defined and identified by the URN "urn:mpeg:dash:profile:cmaf-extended:2019". The profiles parameter may be present on different levels in the MPD. he restrictions and requirements for this profile are documented in clause 8.X.4.
Conformance considerations are provided in clause 8.X.6..
Note thatWhile this mapping mayis not the only possible mapping of CMAF content to DASH, but it is intended to enable the distribution of CMAF generated content in DASH in a consistent manner. 
The profile may also be used to provide a simple and well-defined manifest format for DASH CMAF content, for example for exchange of CMAF.. 
Such an MPD may also be used to store CMAF Resources and describe the relationship of the Resources. 
8.X.2	CMAF Content Model for theseis Profiles
8.X.2.1	Overview (Informative)
This clause introduces the main features of CMAF defines the relevant terms in order to map CMAF content to DASH Segments and provide the relevant MPD information.
The CMAF content model is shown in Figure 8.X-1. The following terms, which are defined in ISO/IEC 23000-19, are used in this clause:
· CMAF Presentation
· CMAF Selection Set
· CMAF Switching Set 
· CMAF Track
· CMAF Header, CMAF Chunk, CMAF Fragment, CMAF Segment
· Decode times of samples
· Presentation times of samples
A sample is media data in a CMAF track associated with a single decode time and duration.
[image: ]
Figure 8.X-1 CMAF Content Model
[bookmark: _Toc483892959][bookmark: _Ref474303734]8.X.2.2	CMAF Addressable Objects (Informative)
CMAF, as defined in ISO/IEC 23000-19, provides the following addressable objects:
· CMAF Track File 
· CMAF Chunk
· CMAF Segment
For details, please refer to the CMAF specification in ISO/IEC 23000-19.
[bookmark: _Hlk532984873]CMAF Fragments and CMAF Chunks may be embedded in Segments. In the context of this standard, Segments are the only addressable units, i.e. units with an assigned URL. 
Note that in practical applications, 
· CMAF Track Files may be contained in in what is called Self-Initializing Media Segments
· CMAF Headers may be contained in what is called Initialization Segments
· CMAF Fragments and CMAF Chunks may be contained in what is called Media Segments in the DASH language. 
In this document, Segments are the addressable units, i.e. units with an assigned URL. 
8.X.2.3	CMAF Track Data Model
In the context of this document, the following definitions are relevant for CMAF Tracks as defined in ISO/IEC 23000-19, clause 7.3.2.2. For each CMAF Track k (k=1,...,K) in a CMAF Switching Set, the following features are defined:
· CMAF Header CH[k], k=1,…,K
· CMAF Fragments CF[k,i], i = 1,2,3,… N, with
· The position in the CMAF track i
· The earliest presentation time: tf[k,i]
· The CMAF Fragment duration: df[k,i] = tf[k,i+1] - tf[k,i] 
· Wall-clock time assigned to the earliest presentation time of CMAF Fragment: twc[k,i]
· One or possibly more CMAF Chunks CC[k,i,j], j = 1,2,3,…, C[i]
· Number of chunks in a fragment C[i]
· Position in the fragment j
· Earliest decode time tc[k,i,j]
· Chunk duration in decode times dc[k,i,j]
· The earliest presentation time of the first fragment, i.e. tf[k,i=1]
· The duration of the CMAF Track is defined as td[k]
· The CMAF Track has an assigned media profile, which includes:
· CMAF media profile brand
· Suitable MIME Type string providing
· Media type
· Codecs parameter
· Profiles parameter
· The CMAF Track has samples sample[k,s] with s=1, …, S, each with presentation time T[k,s].

Note: In practical applications, CMAF Fragments and CMAF Chunks may be embedded in DASH Segments. In the context of this document, i.e. DASH, Segments are the addressable units, i.e. units with an assigned URL. 
8.X.2.3	CMAF presentation timing model (Informative)
There are multiple timelines involved in the authoring, playout, and rendering CMAF tracks within a presentation.  
· Each track is a sequence of timed samples. Each sample has a decode time and may also have a composition (display) time offset. Edit lists may be used to override the implicit direct mapping of the media timeline, into the timeline of the overall movie. The movie timeline is used to synchronize CMAF Tracks in a CMAF presentation and also serves as the synchronization source for playback in an HTML 5 media element and the media source.
· In addition, each CMAF Track may have assigned an anchor wall-clock time – e.g., UTC time. The wall clock time may be used to relate a presentation time of the track to wall-clock time, for example expressing the time when the corresponding sample was captured, encoded, or packaged.

In summary, three timelines exist and the signaling of the timeline in CMAF is summarized as follows:
· Decode time: The decode time of each CMAF chunk is provided as the baseMediaDecodeTime in a TrackFragmentBaseMediaDecodeTimeBox. This provides the decode time of the first sample in the CMAF chunk and the remaining decode times are derived from the sample durations in the 'traf' box.
· Presentation time: The presentation time of each sample in a fragment is determined by the decode time of the sample and, if present, the composition offset and the track edit list (in the track header). The earliest presentation time in a CMAF Fragment maps the samples in the fragment to the movie timeline and is important for synchronization and switching. Note that the earliest presentation time of a CMAF Fragment may not be the presentation time of the first sample of the CMAF Fragment. 
· Wall-clock time: By the use of a ProducerReferenceTimeBox ('prtf'), a sample with a specific decode time can be mapped to wall-clock time. 
[bookmark: _Ref529855929]8.X.2.4	CMAF Track Data Model
In the context of this profile definition, the following definitions are relevant for CMAF Tracks. For each CMAF Track k (k=1,...,K) in a CMAF Switching Set, the following features are defined:
· CMAF Header CH[k], k=1,…,K
· CMAF Fragments CF[k,i], i = 1,2,3,… N, with
· The position in the CMAF track: i
· The earliest presentation time: tf[k,i]
· The CMAF Fragment duration: df[k,i] = tf[k,i+1]-tf[k,i] 
· Wall-clock time assigned to the earliest presentation time of CMAF Fragment: twc[k,i]
· CMAF Chunks CC[k,i,j], j = 1,2,3,…, C[i]
· Number of chunks in a fragment: C
· Position in the fragment: j
· Earliest decode time: tc[k,i,j]
· CMAF chunk duration in decode times: dc[k,i,j]
· An edit list EL[k] that may be present in the CMAF header describing the difference between the composition time and the presentation time (movie timeline) for this track in the CMAF Presentation.
· The earliest presentation time of the first fragment, i.e. tf[k,i=1]
· The duration of the CMAF Track is defined as td[k] with td[k] identical for each CMAF Track in one CMAF Switching Set.
· The CMAF Track has an assigned media profile, which includes:
· CMAF media profile brand
· Suitable MIME Type string providing
· Media type
· Codecs parameter
· Profiles parameter
· The CMAF Track has samples sample[k,s] with s=1, …, S, each with nominal presentation time T[k,s].
[bookmark: _Ref528150816]8.X.2.45	CMAF Switching Set Model for this Specification
In the context of this document, the following definitions are relevant for a CMAF Switching Set as defined in ISO/IEC 23000-19, clause 7.3.4:
· A set of CMAF Tracks conforming to the conditions of a CMAF Track constraints.
· The CMAF Switching Set may contain a single CMAF Header for all CMAF Tracks or an individual CMAF Header for each CMAF Track. 
· A Master CMAF Header CH*. Either the single header or a Master CMAF Header assigned to the Switching Set CH* such that the initialization with this header is such sufficient to do CMAF Header Switching.
From the definition of a CMAF Switching Set in ISO/IEC 23000-19 ISO/IEC 23000-19, clause 7.3.4, the following holds:
· All CMAF Tracks in a Switching Set conform to one media profile.
· One CMAF header is identified to be the “CMAF Master Header” which has the highest decoding requirements and as such can initialize a media pipeline for decoding any other track in the Switching Set. This header referred as Master CMAF Header CH*.  
Note: The term CMAF Master Header is not yet part of ISO/IEC 23000-19. Please join the discussion https://github.com/MPEGGroup/CMAF/issues/2
· The CMAF Header for each CMAF Track in a Switching Set is defined such that appending it to the track buffer does not result in a complete reinitialization of the decoding and rendering pipeline on a reference playback platform as defined above.
· Each CMAF Track in a Switching Set has the same number of CMAF Fragments.
· The earliest decoding time of each CMAF Fragment at the same position i in different CMAF Tracks of a CMAF Switching Set are identical.
· The earliest presentation time of each CMAF Fragment at the same position i in different CMAF Tracks of a CMAF Switching Set are identical.
· The fragment duration of each CMAF Fragment at the same position in different CMAF Tracks or a CMAF Switching Set are identical.
· The duration of each CMAF track td[k] is identical and defines the duration of the CMAF Switching Set td
Note that the equalities above only hold for CMAF Fragments, not necessarily for CMAF Chunks.
In the context of this profile definition, the following defines a CMAF Switching Set:
· A set of CMAF Tracks conforming to the conditions in clause 8.X.2.4.
· The CMAF Switching Set may contain a single CMAF Header for all CMAF Tracks or an individual CMAF Header for each CMAF Track. 
· A Master CMAF Header CH*. Either the single header or a Master CMAF Header assigned to the Switching Set CH*.

From the definition of a CMAF Switching Set in ISO/IEC 23000-19, the following holds:
· All CMAF Tracks in a Switching Set conform to one media profile.
· One CMAF header is identified to be the “CMAF Master Header” which has the highest decoding requirements and as such can initialize a media pipeline for decoding any other track in the Switching Set. This header is referred as Master CMAF Header CH*.  
· The CMAF Header for each CMAF Track in a Switching Set is defined such that appending it to the track buffer does not result in a complete reinitialization of the decoding and rendering pipeline on common playback platforms.
· Each CMAF Track in a CMAF Switching Set has the same number of CMAF Fragments.
· The earliest decoding time of each CMAF Fragment at the same position i in different CMAF Tracks of a CMAF Switching Set are identical.
· The earliest presentation time of each CMAF Fragment at the same position i in different CMAF Tracks of a CMAF Switching Set are identical.
· The fragment duration of each CMAF Fragment at the same position in different CMAF Tracks or a CMAF Switching Set is identical.
· The duration of each CMAF track is identical td[k]and defines the duration of the CMAF switching set as td
[bookmark: _Ref528152904]Note that the equalities above only hold for CMAF Fragments, not necessarily for CMAF Chunks.8.X.2.5	CMAF presentation timing model (Informative)
There are multiple timelines involved in the authoring, playout, and rendering CMAF tracks within a presentation.  
· Each track is a sequence of timed samples. Each sample has a decode time and may also have a composition (display) time offset. Edit lists may be used to override the implicit direct mapping of the media timeline, into the timeline of the overall movie. The movie timeline is used to synchronize CMAF Tracks in a CMAF presentation and also serves as the synchronization source for playback in an HTML 5 media element and the media source.
· In addition, each CMAF Track may have assigned an anchor wall-clock time – e.g., UTC time. The wall clock time may be used to relate a presentation time of the track to wall-clock time, for example expressing the time when the corresponding sample was captured, encoded, or packaged.
· 
8.X.3	CMAF to DASH Mapping Considerations (Informative)
8.X.3.1	Introduction
This clause documents some high-level considerations on how to map and deliver CMAF Presentations in DASH. It addresses both, time mapping as well as structural mapping.
8.X.3.2	Timing Model Mapping
The CMAF timing model is explained in ISO/IEC 23000-19, clause 6.6.8 as well as in clause 7.3.6. References are provided in the following and their mapping to DASH is explained.
In the context of this profile, the CMAF presentation time equal to zero as defined in ISO/IEC 23000-19 is mapped to the start of a DASH Period. As a consequence of this,
· the start of a Period is also aligned with the earliest video media sample presentation time.
· Each CMAF Track is mapped to a DASH Representation r.
· The presentation time offset is identical to the earliest video media sample presentation time. The earliest video media sample presentation time is derived as the movie time of the track according to regular file format principles taking into account the baseMediaDecodeTime and, if present, the composition offset and the track edit list (in the track header). Note that the earliest presentation time of a CMAF Fragment may not be the presentation time of the first sample in decode time of the CMAF Fragment. 
· The presentation time offset is mapped to a DASH MPD by the value of the @presentationTimeOffset. 
· The earliest media sample presentation time is the value of the @presentationTimeOffset for the video sample.
· The mapping of non-video tracks to DASH Periods is such that the media samples in audio and subtitle CMAF tracks whose durations overlap the earliest video media sample presentation time are only be partially presented, starting at the earliest video media sample presentation time.
· The CMAF presentation timeline is directly mapped to the Period timeline and is hence basically the ISO BMFF movie timeline for all CMAF Tracks. To synchronize each of the CMAF Tracks to the Period timeline, the presentation time offset is added the a DASH MPD by the value of the @presentationTimeOffset in order to determine the CMAF track presentation time at the start of the Period.
· To maintain synchronization of all tracks of a single CMAF Presentation within a DASH Period, the presentation time offset of every CMAF switching set from the same CMAF Presentatoin needs to be equivalent, which means equal presentation time offsets, but possibly different integer values and timescales per CMAF switching set. However, DASH permits to map multiple CMAF Presentations to one Period (for example a main content and an alternative content). Hence, CMAF Tracks in one Period belonging to different CMAF Presentations are preferably differentiated accordingly.
· For the mapping a CMAF Presentation to a DASH Period, the video track is assumed to be the master and hence, the Period duration is determined by the duration of the CMAF video track.
· In certain cases, only a time span of a CMAF Presentation may be mapped to single Period, or a CMAF Presentation is provided in multiple DASH Periods. In the context of this profile, a time span of a CMAF Presentation mapped to a DASH Period also needs to conform to a CMAF Presentation. For this to hold, only specific time spans of a CMAF Presentation can be mapped, namely
· The start of the Period needs to coincide with the start of a CMAF video fragment.
· The end of a Period needs to coincide with the end of a CMAF video fragment in case of the DASH CMAF core profile.
· Sequential and continuous playback of independent CMAF Presentations can be accomplished in DASH through a sequence of Periods. Specifically, it is assumed that the CMAF Presentations are played in sequence as follows: 
· For any CMAF Presentation i=1, …, N, PST[i] reflects the actual time that elapses after playing the media of all prior CMAF Presentation for the durations of the CMAF Presentation in the sequence of these presentations relative to the PST[1] of the first CMAF Presentation in the sequence. 
· The Period extends until the PST of the next CMAF Presentation, or until the end of the sequenced presentation in the case of the last CMAF Presentation.
· The difference between the PST[i] of a CMAF Presentation and the PST[i+1] time of the following CMAF Presentation, is the presentation duration PD[i] in Media Presentation time of the media content represented.
· The mapping results now in a 1-1 mapping of the CMAF Presentations to Periods, and in addition, results in the mapping of a sequence of CMAF Presentations as defined above to a DASH Media Presentation, composed by a sequence of Periods.
· Period boundaries permit playback of content for timeline continuous CMAF Presentations or for timeline discontinuity. Continuity can be considered in different domains: 
· Continuity in terms that the presentation time is continuous across Period boundaries. DASH permits both, timeline continuity or discontinuity.
· Continuity in terms of remaining in the Initialization of a single CMAF Switching Set/DASH Adaptation Set, or to terminate and re-initialize. 
· Whereas CMAF does not provide any specific support in cases where a decode time discontinuity, for example resulting from one or more missing or damaged CMAF fragments in a continuous CMAF presentation, DASH supports the signalling of such gaps and the maintenance of the timelines. For example, the use of early terminated Periods or the Segment Timeline signalling may be used.
8.X.3.3	Mapping of CMAF Structures
Different mappings of CMAF structures to DASH MPDs may exist. However, this profile defines a consistent mapping of CMAF Structures to DASH.
In the remainder of this profile definition, normative aspects are addressed in the following areas:
· The mapping of a single or multiple CMAF Presentation to a single DASH Period. 
· The mapping of a single CMAF Switching Set to a single DASH Adaptation Set. This includes also the signalling of CMAF Master Header information in DASH Adaptation Set parameters. 
· The mapping of a single CMAF Track to a single DASH Representation. This includes also the signalling of CMAF Header information in DASH Representation parameters. 
· The exact time mapping of a CMAF Presentation to a DASH Period and the relevant Period parameters. 
· The creation of multiple Periods from a single CMAF Presentation and the appropriate MPD and Across-Period signalling. 
· The sequencing of multiple independent CMAF Presentation to a DASH Media Presentation and the relevant signalling.
· The insertion of an independent CMAF Presentation into another CMAF Presentation in the middle as part of DASH Media Presentation and the relevant signalling. 
· Other modifications and mappings.
In the context of this profile, CMAF Switching Sets support seamless switching as defined in clause 4.5. Seamless switching can be achieved in DASH operations as follows:
1) The content author provides the Representations A and B as referred in clause 4.5 being conformant to a CMAF Track that is part of the same CMAF Switching Set.
2) The client can switch at the start of DASH Segment or Subsegment (as long as the associated SAP Type is 1 or 2), i.e. at presentation times that coincide with the start of a CMAF Fragment.   
8.X.3.4	Mapping of CMAF Addressable Resources
CMAF Fragments and CMAF Addressable Resources may be mapped directly to DASH Segments. The profile defined in this clause provides a consistent mapping to CMAF Addressable Resources to DASH Segments.
Specifically, 
· CMAF Headers are directly mapped to DASH Initialization Segments. 
· CMAF Segments and CMAF Chunks are directly mapped to DASH Media Segments
· CMAF Track files are directly mapped to DASH Self-Initializing Segments
The profile also provides the information on how the DASH Representation information (URLs, timing information) is assigned to CMAF Addressable Resources.
8.X.3.5	Mapping of Media, Encryption and CMAF Header Information to MPD
CMAF introduces the concept of media profiles. A CMAF media profile is defined in ISO/IEC 23000-19, clause 3.2.5, as "encoding constraint on a CMAF track and its contained media samples associated with a CMAF structural brand". Based on the considered alignment between DASH and CMAF in this profile, it is basically sufficient that for a media codec to be delivered and integrated in DASH and delivered with this profile, if a CMAF media profile is defined.
The mapping of the CMAF media profiles to DASH is done based on the requirements and recommendations in this profile. 
In order to integrate the media profile in DASH, for each media profile the essential and relevant information in a DASH MPD is expected to be documented. This profile defines some generic media profile independent requirements and recommendations for the mapping of CMAF Header information into the MPD.
For a external media profile to be used in the context this profile, the following information must be provided:
· The name of the media profile
· The CMAF media profile definition with all the requirements according to ISO/IEC 23000-19 for a media profile
· The static mapping of parameters to a DASH MPD, in particular to the MPD parameters, such as @mimeType, @codecs, @containerProfiles, etc.
· The dynamic mapping of parameters to a DASH MPD from a CMAF Master Header, in particular to the MPD parameters, such as @width, @height, etc.
Similar aspects apply for encryption and DRM information, for which an adequate mapping is provided.





8.X.43	DASH CMAF Extended Profile: CMAF to DASH Mapping Constraints and Requirements
8.X.4.1	General
This clause 8.X.4 defines detailed requirements and recommendations on how to map CMAF Presentations to DASH Media Presentations for the DASH CMAF Extended Profile.
8.X.4.2	Segment and Representation Constraints
If this CMAF profile applies to a DASH Representation, then the following holds for this Representation:
· Each Media Segment of the Representation shall conform to a CMAF Addressable Media Object as defined in ISO/IEC 23000-19, clause 7.3.3. 
Note: By conforming to a CMAF Addressable Media Object the Media Segment automatically also conforms to as well as to a DASH Delivery Unit Media Segment as defined in clause 6.3.4.2. 
· Each Initialization Segment, if present, shall conform to a CMAF Header as defined in ISO/IEC 23000-19, clause 7.3.2.1.
Note: By conforming to a a CMAF Header the Initialization Segment automatically also conforms to a DASH Initialization Segment as defined in clause 6.3.3. as well as to an Initialization Segment as defined in clause 6.3.3.
· The Representation shall conform to a CMAF Track as defined in ISO/IEC 23000-19, clause 7.3.2.2 as well as to a DASH Representation as defined in clause 5.3.5..
· The @timecale shall be set to the timescale of the Media Header Box ('mdhd') of the CMAF track.
· If every DASH Ssegment conforms to CMAF Fragment constraints and if @startWithSAP is present, it shall be set to value 1 or 2.
· The @timecale shall be set to the timescale of the Media Header Box ('mdhd') of the CMAF track.
· If the SegmentTimeline element is present for this Representation, then the following holds
· For every CMAF Fragment i, with i = 1,2,3,… N, an entry in an S element shall be present with 
· @t set to earliest presentation time: tf[k,i]
· @d set to CMAF Fragment duration: df[k,i]
· If each chunk is an addressable object, then @k shall be set to the number of chunks in this CMAF Fragment C[k,i] according to the Segment Sequence definition in clause 5.3.9.6.4.
· If consecutive CMAF Fragments have the same duration, their corresponding S element should be combined to a single S element. .
· If the @duration attribute is present for this Representation and the value of the attribute is referred to as dur, then the following shall hold for each CMAF Fragment i, with i = 1,2,3,… N, the following shall hold:
((i-1)+0.5)*dur <= (tf[k,i+1]–tf[k,1]) <= (i+0.5)*dur
· Event Message Streams may be signaled with InbandEventStream elements. For the placement of Event Message boxes, please refer to clause 5.10.
· If the media is contained in a Self-Initializing Media Segment, then
· the Segment shall conform to a CMAF Track file;
· the Segment shall conform to the Indexed self-initializing Media Segment as defined in clause 6.3.5.2 and exactly one Segment Index ('sidx') box shall be used and shall be placed before any Movie Fragment ('moof') boxes.
· The following applies for the Segment Index ('sidx')
· The reference_ID shall be the trackID of the CMAF Track
· The timescale shall be identical to the timescale of the Media Header Box ('mdhd') of the CMAF track.
· The reference_type shall be set to 0.
· the earliest_presentation_time is shall be set to tf[k,1].
· reference_count shall be set to the number of CMAF Fragments, N, in the CMAF Track
· starts_with_SAP shall be set to 1, and SAP_type shall be set to 1 or 2.
· SAP_delta_time shall be set to 0.
· Each CMAF Fragment shall be mapped to exactly one Subsegment as follows
· The reference_type shall be set to 0.
· The referenced_size is set to accordingly, with value being at least the size of the CMAF Fragment, but may be larger if additional data is included in the track.
· 
· starts_with_SAP shall be set to 1.
· The subsegment_duration is set to  df[k,i].
· SAP_type shall be set to 1 or 2.
· SAP_delta_time shall be set to 0.
· Event Message Streams may be signaled with InbandEventStream elements. For the placement of Event Message boxes, please refer to clause 5.10.
· 
· 
8.X.4.3	Adaptation Set Constraints
If this profile applies to an Adaptation Set, then the following holds for this Adaptation Set:

· Each Representation shall conform to the Representation constraints as defined in clause 8.X.4.2.
· All Representations in the Adaptation Set shall conform to the CMAF Track requirements for a CMAF Switching Set as defined in ISO/IEC 23000-19, clause 7.3.4 .
· A CMAF Master Header shall be provided by one of the two following means:
· An @initializationSetRef attribute that references an Initialization Set that itself contains a @initialization attribute. The value of this attribute references a CMAF Master Header for the Adaptation Set.
· An @initializationMaster attribute that references a CMAF Master Header for the Adaptation Set.
· The @contentType shall be set to the hdlr type of the CMAF Master Header of the Switching Set, i.e. to 
· vide -> to video, 
· soun -> to audio,  
· subt/text -> to text 
· The @mimeType shall be compatible set to be compatible to "<contentType>/mp4, profiles='cmfc'". 
NOTE: Setting @mimeType to "<contentType>/mp4, profiles='cmfc'" is correct, but may result that the media stream is not recognized. Hence, conformance to the CMAF profile is preferably documented by the profile signaling provided by this profile rather than adding the profiles parameter to the MIME Type.
· The @containerProfiles parameter shall be present and shall include at least two profile strings, namely a structural brand being either 'cmfc' or 'cmf2' as well as a media profile brand.
· The @codecs parameter shall be set to the according to the sample entry codingname field of the CMAF Master Header. Header
· 
· @segmentProfiles may be present and signal the conformance to CMAF addressable resources.
· 
· The @containerProfiles parameter shall be present and shall include at least two profile strings, namely a structural brand being either 'cmfc' or 'cmf2' as well as a media profile brand.
· If the cContent in an Adaptation Set is protected, 
· then the requirements in clause 8 of ISO/IEC 23000-19 shall apply (are there any specific aspects that we want to call out), and
· then ContentProtection element shall be present and set appropriatelyas follows:
· A ContentProtection element with @schemeIdUri equal to "urn:mpeg:dash:mp4protection:2011" and @value equal to cenc or cbcs depending on the encryption scheme used. It may contain a @cenc:default_KID attribute. If present, the value of this attribute shall match the 'tenc' box default_KID value.
· At least one ContentProtection element with @schemeIdUri equal to a UUID value that signals that content keys can be obtained with a DRM system identified by the UUID. It may contain a @cenc:default_KID attribute and a cenc:pssh element. If present, the values shall match the tenc box default_KID value and the moov box pssh value respectively. 
· If the @contentType is video, then the following should apply
· @maxWidth is shall be set to the width in the CMAF TrackHeaderBox of the CMAF Master Header
· @maxHeight shall beis set to the height in the CMAF TrackHeaderBox of the CMAF Master Header
Note: the encoded/decoded picture size may be slightly larger than the one signalled in the above parameters.
· 
· @frameRate is set as follows:
· If the values moov/mvex/trex/default_sample_duration and the moov/trak/mdia/mdhd/timescale is present then
· Get moov/mvex/trex/default_sample_duration (e.g. 1001) from CMAF Master Header
· Get moov/trak/mdia/mdhd/timescale (e.g. 24000) from CMAF Master Header
· The value shall be set as "timescale/default_sample_duration" (e.g. 24000/1001)
· else Media Profile specific settings may apply, for example in the Decoder Configuration Record such as the SPS data.
· 
· 
· Media profile specific MPD settings may apply.
· If the @contentType is audio, then the following appliesno additional requirements apply.
· @lang shall set as follows:
· If an ExtendedLanguageBox (elng) in the MediaHeaderBox (mdia) of the CMAF Master Header is present in the TrackBox, then it is set of the content of the extended_language field
· otherwise, as the language field in the MediaHeaderBox of the CMAF Header is present, but neither of the following applies:
· the language field in the MediaHeaderBox of the CMAF header is set to 'und' (undetermined)
· the language field in the MediaHeaderBox of the CMAF header is set to 'mul' (multiple). 
it is set of the value of the language field.
· Media Profile specific MPD settings may apply, for example the usage of Preselections if 'mul' is signalled and the available languages are  signalled in the codec-specific AudioSampleEntry.
· If the CMAF Master Header contains one or more KindBox (kind) in the UserDataBox (udta) of the TrackBox with one or more instantiations where the schemeURI field is "urn:mpeg:dash:role:2011", then for each instantiation a Role descriptor shall/should be present with with @schemeIdURI field set to "urn:mpeg:dash:role:2011" and the @value field set to the value field of the instantiation.  
· Each CMAF Track k=1,…K in the Switching Set shall be mapped to exactly one Representation as defined in clause 8.X.3.
· If the @bitstreamSwitching is set to true for this Adaptation Set, then the included CMAF Switching Set shall follow the "CMAF switching set single initialization constraints" of clause 7.3.4.2 in ISO/IEC 23000-19.
· Either the @segmentAlignment or @subsegmentAlignment shall be set.
· Event Message Streams may be signaled with InbandEventStream elements.
8.X.4.45	Period Constraints
If this profile applies to a Period, then the following holds for this Period:
· A Period may contain one or multiple CMAF Presentations. CMAF Presentations are differentiated by different DASH Subsets. Each CMAF Presentation is mapped to exactly one DASH Subset as defined in clause 5.3.8. If the Subset element is not present, the Period contains exactly one CMAF Presentation.
· Each Switching Set of each CMAF Presentation shall be mapped to exactly one Adaptation Set in the Period as defined in clause 8.X.4.3.
· All CMAF Switching Sets/Adaptation Sets within one Subset shall conform to CMAF Presentation requirements as defined in ISO/IEC 23000-19, clause 7.3.6 and shall have the same normalized value (divided by value of @timescale attribute) of the @presentationTimeOffset, PTO.
· All Adaptation Sets set to the same integer value for @segmentAlignment or @subsegmentAlignment shall conform to aligned CMAF Switching Set constraints as defined in clause 7.3.4.4 in ISO/IEC 23000-19.
Special type of Periods are defined:
· Partially Unavailable Period: any Period in a dynamic Media Presentation for which the sum of the MPD@availabilityStartTime and the value of Period@start  is smaller than the value of @publishTime minus the value of MPD@timeShiftBufferDepth. For this Period, some Segments may no longer be available as they have been fallen out of the time shift buffer window.
· Live-Edge Period: last Period in a dynamic Media Presentation, for which the Period duration is unknown and Segment Availability start time of at least one Segment is greater than the value of @publishTime. In this case, even the exact duration of Segments that are not yet available may be unknown.
Note that an MPD may contain both types of Periods, and beyond a single Period may be both at the same time, a Time-Shift-Buffer Period and a Live-Edge Period. 
If this profile applies to a Period, then the following holds for this Period:
· For each of the CMAF Presentations (i.e. for each Subset) mapped to a regular Period with Period duration signalled in the MPD as defined in clause 5.3.2.1, the following applies:
· The normalized value PTO is identical to the CMAF presentation time zero.
· For each video CMAF Switching Sets/Adaptation Sets, the following applies:
· If the Period is not a Partially Unavailable Period, then the normalized value of the earliest presentation time of each CMAF Track/Representation shall be identical to the value of PTO and shall conincide with the start of a CMAF Fragment. Specifically,
· The value of @eptDelta shall be 0 and the attribute may be absent. 
· If the SegmentTimeline element is present for this Representation, then the nominal value of the first S@t element shall be identical to the value of PTO.
· If the media is contained in a Self-Initializing Media Segment, the value of PTO and shall conincide with the start of a Subsegment. 
· 
· For each non-video CMAF Switching Sets/Adaptation Sets, the  following applies:
· The mapping of CMAF Switching Sets/Adaptation Sets to DASH Periods is such that the media samples in the contained CMAF Tracks whose presentation time is earlier than the earliest presentation time of the video or later than the latest presentation time of the video are expected to not be presented, or only be partially presented, starting at the value of PTO and ending at the Period duration. However, there are cases for which gaps at the start or end of the Period are permissible. Sufficient information in the MPD should be provided to identify such a potential overlap at the start or the end of the Period. Details are provided in clause 8.X.4.5.
· 
· 
· 
· 
· All Adaptation Sets set to the same integer value for @segmentAlignment or @subsegmentAlignment shall conform to aligned CMAF Switching Set constraints as defined in clause 7.3.4.4 in ISO/IEC 23000-19.Early terminated Periods as defined in clause 5.3.2.1 are permitted, but should be avoided in general and only be used for error cases. If used, the Period@duration shall signal the duration of the shortest CMAF Track in the Period. 
· 
· Each Switching Set in the CMAF Presentation shall be mapped to exactly one Adaptation Set in the Period as defined in clause 8.X.4.
· Each Selection Set shall be mapped to exactly one Group as defined in clause 5.3.3. A Group shall conform to a Selection Set.
· The value of the @presentationTimeOffset in DASH shall be identical to the CMAF presentation time zero.
The duration of a Period shall be at most be the duration of the contained CMAF presentation.

8.X.4.5	Multi-Period and Media Presentation Constraints
If this profile applies to a Media Presentation, then the following holds:
· Each Period in the MPD shall conform to the Period constraints in clause 8.X.4.4.
· If an Adaptation Set in Period i includes a period-connectivity or period-continuity signal as defined in clause 5.2.3.4 for any preceding Period j < i and an Adaptation Set with the same value of the AdaptationSet@id exists in this preceding Period j, then 
· each Initialization Segment of the Adaptation Set with the same value of the AdaptationSet@id in the preceding Period shall be a compatible CMAF Header for a CMAF Track for CMAF Switching Set that is represented by the Adaptation Set that includes period-connectivity signalling.
· 
· Furthermore, if an Adaptation Set in Period i includes a period-continuity signal as defined in clause 5.2.3.4 for any preceding Period j < i and an Adaptation Set with the same value of the AdaptationSet@id exists in this preceding Period j, and the Adaptation Set in Period j also includes a Representation with the same @id value as a Representation in the Adaptation Set in Period i, then the concatenation of the two Representations without the Initialization Segment of the Representation in Period P2 shall form a conforming CMAF Track.  
· If a non-video Adaptation Set in Period i includes a period-continuity signal as defined in clause 5.2.3.4 for the preceding Period i-1 and an Adaptation Set with the same value of the AdaptationSet@id exists in this preceding Period i-1 then
· The value of @pdDelta in the Adaptation Set of the preceding Period i-1 shall be the identical to the value of @eptDelta in the Adaptation Set in the following Period i.  The absolute values for both attributes should be kept as small as possible. Positive values of @eptDelta as well as negative values of @pdDelta shall be signalled in the MPD as they provided signalling for a gap. Negative values should be signalled. The setting of the values being positive or negative may be decided, for example, whether the Period is used as a splice-in or splice-out point. 
else
· If the Period is not a Partially Unavailable Period, 
· if @duration signaling is used or a Self-Initializing Media Segment is provided, and the value of @eptDelta is not 0, then @eptDelta shall be present and shall be negative (indicating an overlap at the start of the Period). 
· if the SegmentTimeline element is present for this Representation, then the nominal value of the first S@t element shall not be larger than the value of PTO 
· If the Period is not a Live-Edge Period, 
· if @duration signaling is used or a Self-Initializing Media Segment is provided, the value of @pdDelta is not 0, then @pdDelta shall be present and shall be positive (indicating an overlap at the end of the Period).  
· If the SegmentTimeline element is present for this Representation and the @r attribute of the last S element is non-negative, and if the value of @pdDelta is different than be the difference between @t + (@r-1)*@d of the last S element minus the value of the @presentationTimeOffset and the Period duration normalized with the value of @timescale, then then @pdDelta shall be present and shall be positive (indicating an overlap at the end of the Period).
8.X.5	DASH CMAF Core Profile: CMAF to DASH Mapping Constraints and Requirements
For the DASH CMAF Core Profile, all requirements of the DASH CMAF Extended profile apply. In addition, as the Period boundaries co-incide with CMAF Video tracks, the following restriction applies:
· For each of the CMAF Presentations (i.e. for each Subset) mapped to a regular Period with Period duration signalled in the MPD as defined in clause 5.3.2.1, the following applies:
· For each video CMAF Switching Sets/Adaptation Sets, the following applies:
· If the Period is not a Live-Edge Period, then the media time duration (normalized by the value of the @timescale attribute) of each CMAF Track/Representation shall be identical to the Period duration. Specifically,
· The value of @pdDelta shall be 0 and the attribute may be absent. 
· If the SegmentTimeline element is present for this Representation and the @r attribute of the last S element is non-negative, then the value of @pdDelta shall be the difference between @t + (@r-1)*@d of the last S element minus the value of the @presentationTimeOffset and the Period duration normalized with the value of @timescale.
· If the media is contained in a Self-Initializing Media Segment, the last included Subsegment shall extend exactly until Period duration normalized by the value of the @timescale.
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8.X.6	Media Presentation Description constraints
If this profile applies to a Media Presentation, then the following holds:
· Each Period in the MPD shall conform to the Period constraints in clause 8.X.5.
· If an Adaptation Set contained in a Period P2 includes period continuity signaling as defined in clause 5.2.3.4 referring to an Adaptation Set in another Period P1, and the Adaptation Set in P2 also includes a Representation with the same @id value as a Representation in the Adaptation Set in P1, then the concatenation of the two Representations without the Initialization Segment of the Representation in Period P2 shall form a conforming CMAF Track.  

8.X.67	Conformance Considerations
If conformance for DASH content conforming to any of thesethis CMAF media profile is done, then the following applies:
· The DASH content is checked against the format requirements of for the defined DASH profile.
· In addition, the DASH content is also checked against CMAF conformance using the mapping as defined in clause 8.X.4 or 8.X.5, respectivelyX.
· 
Note: A content conforming to this profile is expected to conform to both, the DASH content constraints as well as the to the CMAF constraints.

Add the following at end of Annex G:
[bookmark: _Toc525628809]G.19 	DASH Profile for CMAF
	<?xml version="1.0"?>
<MPD
    xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
    xmlns="urn:mpeg:dash:schema:mpd:2011"
    xsi:schemaLocation="urn:mpeg:dash:schema:mpd:2011 DASH-MPD.xsd"
    type="static"
    mediaPresentationDuration="PT24S"
    availabilityStartTime="2014-10-17T17:17:05Z"
    minBufferTime="PT4S"
    profiles="urn:mpeg:dash:profile:cmaf:2019,urn:mpeg:dash:profile:isoff-live:2011">
        
    <Period id="1">
        <!-- Video -->
        <AdaptationSet 
            contentType="video" 
            id="1" 
            mimeType="video/mp4 profiles='cmfc'" 
            codecs="avc1.4D401F" 
            maxWidth="1080"
            maxHeight="720"
            maxFrameRate="30"
            segmentProfiles="cmfs,cmff" 
            segmentAlignment="true" 
            startWithSAP="1">
            <SegmentTemplate timescale="30" initialization="$RepresentationID$/0" media="$RepresentationID$/$Number$">
                <SegmentTimeline> 
                    <S t="0" d="120" r="5"/> 
                </SegmentTimeline>
            </SegmentTemplate>
            <Representation id="video1/1" bandwidth="250000"/>
            <Representation id="video1/2" bandwidth="500000"/>	
            <Representation id="video1/3" bandwidth="1000000"/>
        </AdaptationSet>
        <!-- Audio -->
        <AdaptationSet 
            contentType="audio" 
            id="1" 
            mimeType="audio/mp4 profiles='cmfc'" 
            codecs="mp4a.40.5" 
            segmentProfiles="cmfs,cmff" 
            segmentAlignment="true" 
            startWithSAP="1">
            <SegmentTemplate timescale="48" initialization="$RepresentationID$/0" media="$RepresentationID$/$Number$">
                <SegmentTimeline> 
                    <S t="0" d="120" r="5"/> 
                </SegmentTimeline>
            </SegmentTemplate>
            <Representation id="audio1/1" bandwidth="2500"/>
            <Representation id="audio1/2" bandwidth="500000"/>	        </AdaptationSet>
    </Period>
</MPD>


 


Change 2: Event Stream and Timed Metadata Processing
Add the following to the end of Annex A:
A.11 Timing, processing, and client reference model for DASH Event streams and timed metadata tracks 
A.11.1 General
This annex describes DASH events and timed metadata track timing and processing. It describes the timing models for MPD and inband event streams, as well as the timing of timed metadata tracks.  This clause also outlines the DASH player’s reference architecture for processing DASH event streams as well as timed metadata tracks. Specifically, two possible dispatch modes of events are introduced. Finally, it defines a reference API for an application to subscribe to Event streams and/or timed metadata tracks as well as an API for dispatching event instances and metadata samples.
A server/application provider should consider the information provided in this annex for building interactive applications as the timing and processing model of Event streams and timed metadata tracks. 
A.11.2 DASH Player architecture for processing DASH events and timed metadata tracks
Figure A.11-1 demonstrates a generic architecture of DASH Player including DASH Event stream and timed metadata track processing models.
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In Figure A.11-1 the following applies:
1. The DASH Player processes the received MPD. For every Period, the MPD may include one or multiple Event Streams (each scoped by a scheme/value pair), and Adaptation Sets that carry Representations/tracks for timed metadata. Some or all of these event streams/timed metadata tracks may be suitable for consumption by the application. In this clause, we refer to any of these streams/tracks as application event or metadata streams (AEMS). 
2. The Application subscribes to all AEMSs of interest and also specifies the desired dispatch mode for each AEMS.
3. If the MPD includes any MPD Event streams, the DASH Player parses each Event in the Event Stream accordingly and appends the relevant to the Event & Timed Metadata Buffer, based on their presentation time.
4. Based on the information in the MPD, the DASH Player selects and schedules the fetching of Media Segments and appends them to the Media Buffer. This is typically done to maintain a stable playback buffer, but media segments are typically only parsed close to the time before their playback is scheduled. Parsing a Segment includes:
a. Parsing high-level boxes such as Segment Index ('sidx'), Event Message ('emsg'), Producer Reference Time ('prft'), movie fragment header ('moof') boxes, and interpreting the information in the DASH client. 
b. For inband event streams, the 'emsg' and typically the 'moof' need to be parsed. The DASH client then uses this information and appends the relevant data to the Event & Timed Metadata Buffer.
5. For an Application-related timed metadata track, the entire Representation/track is parsed including the Initialization Segment (i.e. track header) as well as the Media Segments (i.e. the movie fragments and media data containers). The DASH client then uses this information and appends the relevant data to the Event & Timed Metadata Buffer.
6. Event & Metadata Buffer passes the events and timed metadata samples to Event & Metadata Synchronizer and Dispatcher function. An example of the Buffer’s data object is defined in clause A11.11.
7. The DASH Player-specific Events are dispatched to DASH Player’s Control, Selection & Heuristic Logic, while the Application-related Events and timed metadata track samples are dispatched to the application as the following. If an Application is subscribed to a specific AEMS, dispatch the corresponding event instances or timed metadata samples, according to the dispatch mode:
a. For on-receive dispatch mode, dispatch the entire event or timed metadata information as soon as they are appended to the Event and Timed Metadata Buffer.
b. For on-start dispatch mode, dispatch the message data of the event their associated presentation time or latest before the event duration has ceased, or timed metadata samples at their presentation time using the synchronization signal from the media decoder.
Note: The metadata buffer maintains a sequence of events and timed metadata samples. The maintain and purging management of this buffer is synchronized with the Media buffer management.

A.11.3 Inband Event timing parameters
Figure A.11-2 presents the timing of an inband Events along the media timeline:
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As shown in Figure A.11-2, every inband Event can be described by three timing parameters on the media timeline:
1. Assuming an inband Event is inserted at the beginning of a Segment. Then the Event Latest Arrival Time (LAT) is defined as the earliest presentation time of the Segment containing the Event Message box. Since each Media Segment has the earliest presentation time equal to (LAT), LAT of the Segment carrying the Event Message box can be considered as the time instance of that box on the media timeline. The DASH Player is expected to fetch and parse the Segment before or at its earliest presentation time. Therefore, an Event inserted in a Segment with EPT will be available in the client no later than EPT of the carrying Segment on the media timeline. Therefore, the Event inserted in a Segment will be ready to be processed and fetched no later than LAT on the media timeline. In the case in which the event is inserted at the beginning of a movie fragment that is not coinciding with the start of a Media Segment, and the movie fragments are delivered in low latency mode, i.e. HTTP chunked encoding mode is used, then the LAT is the earliest presentation time of the corresponding movie fragment.
2. Event Presentation/Start Time (ST) which is the moment in the media timeline that the Event becomes active. ST is the moment in the media timeline that the Event becomes active. This value can be calculated using the parameters included in the DashEventMessageBox.
3. Event duration (DU): the duration for which the Event is active. DU is signaled in the Event Message box using a specific value.
A.11.4  Event message box format and event timing parameters
ST of an event can be calculated using the values in the corresponding 'emsg' box of subclause 5.10.3.3.1:


Equation A.1. Event Start Time of inband event
where:
· SegmentEPT is the earliest presentation time of the media Segment
· SegmentBase@presentationTimeoffset is the presentation time offset of media
· emsg@x is the field x in 'emsg' box, and 
· LAT is the earliest presentation time of the Segment containing the Event Message box.
Note: ST is always equal to or larger than LAT in both versions of 'emsg'.
Note: Since the media sample timescales might be different from the 'emsg'’s timescale, ST might not line up exactly with a media sample presentation time if different timescales are used.
In this annex, we use the following common variable names instead of some of above variables to harmonize parameters between Inband events, MPD events, and timed metadata samples:
· scheme_id = scheme_id_uri
· value = value
· presentation_time = ST
· duration = event_duration/timescale
· message_data = message_data()

A.11.5  MPD Events timing model
MPD Events follow an equivalent data model to inband Events but are carried in the MPD within a Period element. Each Period event can have one or multiple EventStream elements, defining the EventStream@schemeIdUri, EventStream@value, EventStream@timescale, and contained sequences of Event elements. Each event may have Event@presentationTime, Event@duration, Event@id, and Event@messageData attributes as specified in subclause 5.10.2. As is shown in Figure A.11-3, each MPD Event has three timing parameters along the media timeline:
1. The PeriodStart Time (LAT) of the Period element containing the EventStream element.
2. Event Start Time (ST): the moment in the media timeline that a given MPD Event becomes active and can be calculated from the attributeEvent@presentationTime.
3. Event duration (DU): the duration for which the event is active that can be calculated from the attribute Event@duration.
Note that the first parameter is inherited from the Period containing the Events and only the 2nd and 3rd parameters are explicitly included in the Event element. Each EventStream also has EventStream@timescale to scale the above parameters.
Figure A.3 demonstrates these parameters in the media timeline.
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The ST of an MPD event, relative to PeriodStart of Period containing the Event, can be calculated using values in its EventStream and Event elements: 

Equation A.2. Event Start Time of MPD event 
In this annex, we use the following common variable names instead of some of above variables to harmonize parameters between Inband events, MPD events, and timed metadata samples:
· scheme_id = EventStream@schemeIdUri
· value = EventStream@value
· presentation_time = ST
· duration = Event@duration/EventStream@timescale
· id = Event@id
· message_data = decode64(Event@messageData)
in which decode() function is:

Note that the DASH client is expected to Base64 decode the Event@messageData value if the received Event@contentEncoding value is base64.

A.11.6  Timed metadata sample timing model
An alternative way to convey information synchronized to a media is using timed metadata tracks. Timed metadata tracks are ISOBMFF formatted tracks that obey the following characteristics according to [ISOBMFF]:
1. The sample description box 'stsd' in the MovieBox contains a sampleEntry that is a URIMetaSampleEntry, to signal that the media samples contain metadata based on a URI in a URIBox to signal that scheme.
2. The Handler Box 'hdlr' has handler_type set to meta to signal the fact that the track contains metadata
3. The null media header 'nmhd' is used in the 'minf' box
4. Contain metadata (non-media data relating to presentation) is embedded in ISOBMFF samples
Figure A.4 shows the timing model for a simple ISOBMFF timed metadata sample.
Figure A.11-4. Timing parameters of a timed metadata sample on the media timelineSegment Earliest Presentation Time =
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As shown in this figure, the metadata sample timing includes metadata sample presentation time (ST) and metadata sample duration (DU). Also, one or more metadata samples are included in a segment with the Segment’s earliest presentation time (LAT).
Note that the metadata sample duration cannot go beyond DASH Segments/ISOBMFF fragment duration for fragmented metadata tracks, i.e. to the next fragment.
In this document, we use the following variable names instead of some of the above variables to harmonize parameters between Inband events, MPD events, and timed metadata samples used in the dispatch process:
· scheme_id = track URI , signalled in URIBox in URIMetaSampleEntry
· timescale = track timescale in 'mdhd' box.
· presentation_time = sample presentation time/timescale
· duration = sample duration/timescale
· message_data = sample data (extracted from 'mdat')
A.11.7 Events and timed metadata sample dispatch timing modes
Figure A.11-5 shows two possible dispatch timing models for DASH events and timed metadata samples. 
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Figure A.11-5. The Application events and timed metadata dispatch modes
In Figure A.11-5, the following two modes are shown:
1. on-receive Dispatch Mode: Dispatching at LAT or earlier. Since the segment carrying an 'emsg'/metadata sample has to be parsed at or before LAT on the media timeline, the event/metadata sample shall be dispatched at or before this time to the Application in this mode. The Application has a duration of ST-LAT for preparing for the event. In this mode, the DASH Player doesn’t need to maintain the state of Application events or metadata samples. Applications must maintain the state for any event/metadata sample, its ST and DU, and monitor its activation duration if they need these parameters. Applications may also need to schedule each event/sample at its ST.
2. on-start Dispatch Mode: Dispatching exactly at ST, which is the start/presentation time of the event/metadata sample. The DASH player shall dispatch the event to the application at the presentation time of the corresponding media sample, or in the case of the start of playback after that moment and during the event duration, at the earliest time within the event duration. In this mode, since Applications receives the event/sample at its start/presentation time, it may need to act on the received data immediately.
Note: According to ISO/IEC 23009-1, the parameter duration has a different meaning in each dispatch mode. In the case of on-start, duration defines the duration starting from ST in which DASH Player is expected to dispatch the Event exactly once. In the normal playback, the player dispatches the Event at ST. However, if the DASH Player, for instance, seeks to a moment after ST and during the above duration, then it is expected to dispatch the Event immediately. In the case of on-receive, duration is a property of event instance and is defined by the scheme_id owner.
A.11.8  The Dispatch Processing Model
It is assumed that the application is subscribed to a specific event stream identified by a (scheme/value) pair with a specific dispatch_mode, either on-start or on-receive, as described in subclause A.11.7.
The processing model varies depending on dispatch_mode.
1. Common process
The DASH Player implements the following process: 
1. Parse the 'emsg'/timed metadata sample and retrieve scheme_uri/(value).
2. If Application is not subscribed to the scheme_uri/(value) pair, end the processing of this 'emsg'.
2.  on-receive processing
The DASH Player implements the following process when dispatch_mode = on_receive: 
· Dispatch the event/timed metadata, including ST, id, DU, timescale, and message_data as described in subclause A.11.8.
3. on-start processing
The DASH Player sets up an Active Event Table for each subscribed scheme_uri/(value) in the case of dispatch_mode = on_start. The Active Event Table maintains a single list of 'emsg' ids that have been dispatched. 
The DASH Player implements the following process when dispatch_mode = on_start:
1. Derive the event instance/metadata sample’s ST
2. If the current media presentation time value is smaller than ST, then go to Step 5.
3. Derive the ending time ET= ST + DU.
4. If the current presentation time value is greater than ET, then end processing.
5. In the case of event: Compare the event’s id with the entries of the Active Event Table of the same scheme_uri/(value) pair:
· If an entry with the identical id value exists, end processing;
· If not, add 'emsg'’s id to the corresponding the Active Event Table.
6. Dispatch the event/metadata message_data at time ST, or immediately if the current presentation time is larger than ST, as described in clause A.11.8.
A.11.9 The event/metadata buffer model
Along with the media samples, the event instances and timed metadata samples are buffered. The event/metadata buffer should be managed with the same scheme as the media buffer, i.e. as long as a media sample exists in the media buffer, the corresponding events and/or metadata samples should be maintained in the event/metadata buffer.
A.11.10 Prose description of APIs
The event/timed metadata API is an interface defined between a DASH client and a device application in the exchange of subscription data and dispatch/transfer of matching DASH Event or timed metadata information between these entities. The Event/timed metadata API is shown in Figure A.11-1.
Note: In this Annex, the term "DASH Player" is used.
The description of the API below is strictly functional, i.e. implementation-agnostic, is intended to be employed for the specification of the API in Javascript for the dash.js open source DASH Player, and in IDL such as the OMG IDL or WebIDL. For example, the subscribeEvent() method as defined below may be mapped to the existing on(type,listener,scope) method as defined for the dash.js under MediaPlayerEvents.
As part of this API and before any operations, the DASH Player provides a list of scheme_id/(value) listed in the MPD when it receives it. This list includes all MPD and inband events as well as scheme_id of all timed metadata tracks. At this point, the Application is aware of the possible events and metadata deliverable by the DASH Player.
The subscription state diagram of a DASH Player associated with the API is shown below in Figure A.11-6.
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The scope of the above state diagram is the entire set of applicable events/timed metadata streams being subscribed/unsubscribed, i.e. it is not indicating the state model of DASH Player in the context of a single Event/timed metadata stream subscription/un-subscription.
The application subscribes to the reception of the desired event/timed metadata and associated information by the subscribeEvent() method. The parameters to be passed in this method are:
· scheme_uri – The scheme identifier for the event stream being subscribed to. This must be one returned by the list of events the DASH player supplied. By setting this value to urn:mpeg:dash:event:catchall:2020, the Application may subscribe to all existing events and metadata schemes described in the MPD. In this case, the value of value is irrelevant.  
· value – A value of the event or timed metadata stream within the scope of the above scheme_uri, optional to include. When not present, no default value is defined – i.e., no filtering criterion is associated with the Event scheme identification.
· dispatch_mode – Indicates when the event handler function identified in the callback_function argument should be called:
· dispatch_mode = on_receive – provide the event/timed metadata sample data to the Application as soon as it is detected by DASH Player;
· dispatch_mode = on_start – provide the event/timed metadata sample data to the App at the start time of Event message or at the presentation time of timed metadata sample.
The default mode for dispatch_mode should be set to on_receive, i.e. if the dispatch_mode is not passed during the subscribe_first operation, DASH Player should assume dispatch_mode = on_receive for that specific subscription.
· callback_handler – the name of the function to be (asynchronously) called for an event corresponding to the specified scheme_uri/(value). The callback function is invoked with the arguments described below.
Note: This document does not include any explicit signaling for the desired dispatch mode in MPD or timed metadata track. In the current design, the Application relays its desired dispatch mode to DASH Player when it subscribes to an event stream or timed metadata track. In this approach, the scheme owner should consider the dispatch mode as part of the scheme design and define whether any specific dispatch mode should be selected during the design of the scheme.
Editor’s Note: If any service provider or application developer believes explicit signaling of dispatch mode is needed for some use-cases, they are requested to provide such use-case during for considering introducing a @dispatchMode attribute in MPD.
Upon successful execution of the event/timed metadata subscription call, the DASH Player shall monitor the source of potential Event stream information, i.e., the MPD or incoming DASH Segments, for matching values of the subscribed scheme_uri/(value). The parentheses around value are because this parameter may be absent in the event/timed metadata subscription call. When a matching event/metadata sample is detected, DASH Player invokes the function specified in the callback Function argument with the following parameters. It should additionally provide to the Application the current presentation time at DASH Player when performing the dispatch action. The parameters to be passed in this method are shown in Table A.11-1 below:
	


Table A.1. Event/timed metadata API parameters and datatypes
	API Parameter 
	MPD event 
	Inband 'emsg' 
	Metadata 
	Data Type 
	‘on-receive’
	‘on-start’

	scheme_id 
	EventStream@schemeIdUri 
	scheme_id_uri 
	timed metadata track URI 
	string
	Y
	Y

	value 
	EventStream@value 
	value 
	
	string
	Y
	Y

	presentation_time 
	Event@presentationTime 
	presentation_time 
	timed metadata sample presentation time 
	unsigned int(64) 
in milliseconds 
	Y
	N

	duration 
	Event@duration 
	event_duration 
	timed metadata sample duration 
	unsigned int(32) 
in milliseconds 
	Y
	N

	id 
	Event@id 
	id 
	
	unsigned int(32) 
	Y
	N

	message_data 
	Event@messageData 
	message_data() 
	timed metadata sample data in mdat 
	unsigned int(8) x messageSize 
	Y
	Y

	Y= Yes, N= NO, O= Optional 


 
When the duration of the event is unknown, the variable duration shall be set to its maximum value (xFFFFFFFF = 4,294,967,295).
Note: In the case of 'emsg' version 0, DASH Player is expected to calculate presentation_time from presentation_time_delta.
To remove a listener the unsubscribeEvent() function is called with the following arguments:
· scheme_uri - A unique identifier scheme for the associated DASH Event stream of interest to the Application.
· value
· callback_handler
If a specific listener is given in the callback_function argument, then only that listener is removed for the specified scheme_uri/(value). Omitting or passing null to the callback_function argument would remove all event listeners for the specified scheme_uri/(value).
A.11.11 Detailed processing
As shown in Figure A.11-1, the event/metadata buffer holds the events or metadata samples to be processed. We assume that this buffer has the same data structure to hold events or metadata. Table A.11-2 is used to define this Event/Metadata Internal Object (EMIO).
Table A.11-2. The Event/Metadata Internal Object (EMIO)
	event-metadata-internal-object { 

	
	
	string 
	scheme_id_uri; 

	
	
	string 
	value; 

	
	
	unsigned int(32) 
	presentation_time; 

	
	
	unsigned int(32) 
	duration; 

	
	
	unsigned int(32) 
	id; 

	
	unsigned int(8) 
	message_data(); 

	} 


The process for converting the received event/metadata sample to EMIO is as following:
1. For MPD event
a. For each period
i. Parse each EventStream
ii. Get Eventstream common parameters
iii. For each Event Stream:
1. Parse each event
2. For each event
a. Calculate presentation time and event duration
b. Add it to EMIO
2. For inband event
a. For each Segment
i. Parse event boxes as well as 'moof'
ii. Calculate EPT of segment
iii. For each event:
1. Map 'emsg' box parameters to EMIO
3. For simple metadata samples
a. For each Segment
i. Parse 'moof'
ii. For each sample:
1. Parse the format
2. map the data to EMIO


Change 3: Resynchronization
Add in clause 5.3.7.2, Table 13
	 
	 
	 
	Resync
	0 … N
	Specifies information on Segments’ resynchronization points.
For details refer to subclause 5.3.12.



Add in clause 5.3.7.3
	<!-- Representation base (common attributes and elements) -->

	<xs:complexType name="RepresentationBaseType">

			…

			<xs:element name="Resync" type="ResyncType" minOccurs="0" maxOccurs="unbounded"/>

			<xs:any namespace="##other" processContents="lax" minOccurs="0" maxOccurs="unbounded"/>

		</xs:sequence>

		<xs:anyAttribute namespace="##other" processContents="lax"/>

	</xs:complexType>




Update in clause 5.3.9.5.3
If the @availabilityTimeOffset attribute is present for a Representation in the Segment Information or the BaseURL element, then the parameter availabilityTimeOffset is determined as the sum of all values of @availabilityTimeOffset on all levels that are processed in determining the URL for the corresponding segment. Then the adjusted segment availability start time is determined by subtracting the value of availabilityTimeOffset from the Segment availability start time. This adjusted segment availability start time provides a time instant in wall-clock time at which a Segment becomes an available Segment. If the @availabilityTimeComplete flag is set to true for such a Representation on any level, then the entire Segment may not yet be available at the adjusted segment availability start time.
With
If the @availabilityTimeOffset attribute is present for a Representation in the Segment Information or the BaseURL element, then the parameter availabilityTimeOffset is determined as the sum of all values of @availabilityTimeOffset on all levels that are processed in determining the URL for the corresponding segment. Then the adjusted segment availability start time is determined by subtracting the value of availabilityTimeOffset from the Segment availability start time. This adjusted segment availability start time provides a time instant in wall-clock time at which a Segment becomes an available Segment. If the @availabilityTimeComplete flag is set to false for such a Representation on any level, then the entire Segment may not yet be fully available at the adjusted segment availability start time. No promise how the Segment will be made available is provided in this case. To signal the gradual availability of Segments over time, refer to clause 5.3.12.1.

Update in clause 5.3.9.6.1
The @d attribute shall represent the accurate presentation duration of the Segment except for the following conditions are met:
· the @availabilityTimeOffset is present for the Representation, 
· the @availabilityComplete is set to FALSE for the Representation, 
· the S element is the one with the largest S@t value in the MPD, and
· the non-adjusted segment availability time of the Segment is greater than or equal to the publish time of the MPD.
with
The @d attribute shall represent the accurate presentation duration of the Segment except for the following conditions are met:
· the @availabilityTimeOffset is present for the Representation, 
· the @availabilityTimeComplete is set to false for the Representation, 
· the S element is the one with the largest S@t value in the MPD, and
· the non-adjusted segment availability time of the Segment is greater than or equal to the publish time of the MPD.
Add New clause 5.3.12
5.3.12 Resynchronization
5.3.12.1 Overview
In DASH context, in typical cases Segments are treated as a single unit for download, random access to Media Presentations, and they also addressed by a single URL. However, Segments may have internal structures that enable resynchronization on container level and random access to the respective Representation even within a Segment. The resynchronization mechanism is supported and signaled by the Resync element. 
The Resync element signals Resynchronization Points in Segments. A Resynchronization Point marks the start (in byte position) of a well-structured continuous byte range within a Segment that contains media data of certain presentation duration and can be accessed independently on container format level. A Resynchronization Point may provide additional functionalities, such as access on decryption and decoding level.
A container format making use of the Resynchronization feature must define a Resynchronization Point and associated properties.
A Resynchronization Point in a Segment is defined as follows:
1. A Resynchronization Point enables starting parsing and processing on the container level. 
2. A Resync Point has assigned the following properties:
· It has a byte offset or index Index from the start of the Segment, pointing to the Resynchronization Point.
· It has an earliest presentation time Time in the Representation, i.e. the smallest presentation time of any sample included in the Representation when starting processing from the Resynchronization Pointer.
· It has assigned a type Type, for example, defined by the SAP type in ISO/IEC 14496-12. 
· It has assigned a boolean marker property Marker whether the Resynchronization Point can be detected while parsing Segment through a specific structure or if the resync point needs to be signaled by external means.
3. Start processing the Segment from a Resynchronization Point, together with the information in the Initialization Segment, if present, allows container parsing. Whether and how to access the contained and potentially encrypted elementary stream may be indicated by the resynchronization access point type.
Signaling each Resynchronization Point with all properties in the MPD can be done by providing a side-car Segment describing the Resynchronization Points in a Segment. However, not in all cases such side-car Segments may be provided, or at least not provided in time may difficult, for example in case of dynamic and live services, as Resynchronization Points are added by the Segment Packager independent of MPD updates. A Resynchronization Point may be generated by the encoder and packager independent of the MPD. Also, in low-latency cases, the MPD signaling may not be available to the DASH client. 
Hence, there are two non-mutually exclusive ways specified to signal Resync Points provided in a Segment in an MPD:
1. By providing a binary map for each Resynchronization Point in a Resynchronization Index Segment for each Media Segment. This is most easily used for Segments that are fully available on the network.
2. By signaling the existence of Resynchronization Points in a Media Segment with additional information that permits to easily locate the Resync in terms of the byte position and the presentation time, as well as providing the type of the Resynchronization Point.
In case the Resync element is present with @dImin and @dT attributes included and the adjusted values dImin in bytes and dT in seconds, respectively, and the @availabilityTimeComplete attribute set to false, then following shall hold:
· At the adjusted availability start time of the Segment, the first chunk is available.
· At the sum of the adjusted availability start time of the Segment and i*dT, the (i+1)st chunk is available with i=1, …, N and N the total amount of chunks in the Segment.
· If the @rangeAccess attribute set to true, available chunks may be accessed with byte ranges. If set to false, the client cannot expect that a response to a request of available byte ranges results in valid data.
NOTE: When writing this standard, requesting available byte ranges of partially available Segment, i.e. Segments still being produced, is not consistently supported in CDNs, but efforts are planned to provide a consistent behaviour. Hence, before permitting byte range access to available parts of partially available Segments by setting the @rangeAccess attribute to true, a content provider is encouraged to check the capabilities of the CDN on which the service is deployed.
In order to signal the above properties, a Resync element is defined with different attributes, that are explained in more detail in clause 5.3.12.2, Table X. The XML Syntax is provided in clause 5.3.12.3.
5.3.12.2 Semantics
[bookmark: _Ref14697439]Table X — Semantics of Resynchronization Point
	Element or Attribute Name
	Use
	Description

	 
	 
	Resync
	 
	Resync Point signalling
if present, specifies that Resync Points are present in the Segment of the corresponding Representation.

	 
	 
	 
	@type
	OD
default:
"0"
	specifies the type of the Resync Point. 
if 0, specifies that on Segment format level the Resync Points present allows parsing and decryption to access the Segments, possibly in combination with the Initialization Segment of the corresponding Representation. 
For all Segment formats defined in this standard, the following holds:
if greater than 0, specifies that one or multiple Resync Points are present with the properties of @type=0 and the properties defined in the element in each corresponding Segment with SAP type being equal or smaller than the one indicated in the value.
For details on SAP types, refer to clause 4.5.2. 

	 
	 
	 
	@dT
	O
	specifies the maximum difference of the Time values of any two consecutive Resynchronization Points that are included in the @type definition above in any Media Segment for this Representation.
The value is expressed in scale of the @timescale of the corresponding Representation.
If not present, the value is unknown.

	 
	 
	 
	@dImax
	O
	specifies the maximum difference of the Index values of any two consecutive Resync Points that are included in the @type definition above in any Media Segment for this Representation normalized by the @bandwidth value of the Representation.
To obtain the maximum difference in octets, the value of @dImax is multiplied with the @bandwidth value.
If not present, the value is unknown.

	 
	 
	 
	@dImin
	OD
Default: 0
	specifies the minimum difference of the Index values of any two consecutive Resynchronization Points that are included in the @type definition of this element in any Media Segment for this Representation normalized by the @bandwidth value of the Representation.
To obtain the minimum difference in octets, the value of @dImin is multiplied with the @bandwidth value.
If not present, the value is assumed to be 0.

	 
	 
	 
	@marker
	OD
Default: FALSE
	If set to true, it specifies that every Resynchronization Point includes a specific marker for Resynchronization Point detection. 
If not present or FALSE, the presence of a marker for every signalled Resynchronization Point cannot be expected.
Every Segment format making use of this functionality must specify a Resynchronization Marker.

	
	
	
	@rangeAccess
	OD
Default: FALSE
	If set to true, available chunks may be accessed with byte ranges. If set to false, the client cannot expect that a response to a request of available byte ranges results in valid data.

Editor's Note: Should this be set on BaseURL level instead as it is a CDN property


	 
	 
	 
	@index
	OD
	specifies the template to create the Resynchronization Point Segment List for the defined @type. If present, a Resynchronization Point Index Segment shall be available for every corresponding available Media Segment during the nominal Segment availability times of the corresponding Media Segment. 
For more details, refer to subclause 5.3.9.4.4.


5.3.12.3 XML Syntax
	<!-- Resynchronization Point  -->

	<xs:complexType name="ResyncType">

		<xs:attribute name="type" type="SAPType" default="0"/>

		<xs:attribute name="dT" type="xs:unsignedInt"/>

		<xs:attribute name="dImax" type="xs:float"/>

		<xs:attribute name="dImin" type="xs:float" default="0"/>

		<xs:attribute name="marker" type="xs:boolean" default="false"/>

		<xs:attribute name="rangeAccess" type="xs:boolean" default="false"/>

		<xs:attribute name="index" type="xs:anyURI"/>

		<xs:anyAttribute namespace="##other" processContents="lax"/>

	</xs:complexType>


Add New clause 6.2.7
6.2.7 Resynchronization Point Index Segment
Resynchronization Point Index Segments contain information that is related to Media Segments.
The Resynchronization Point Index Segments provides the accurate position of all Resynchronization Point Index Segments in the Segment, in a similar fashion as the Segment Index. Resynchronization Points are defined in clause 5.3.12.1.
Add New clause 6.3.2.5
6.3.2.5 Resynchronization Point 
A Resynchronization Point for the ISO BMFF is defined as the start of ISO BMFF Segment as defined in ISO/IEC 14496-12 with the restrictions in terms of both, cardinality and ordinality as defined in Table Y. 

Table Y Resynchronization Point for the ISO BMFF - Cardinality and Ordinality
	NL 0
	Cardinality
	Specification
	Constraints
	Description

	styp
	0/1
	ISO/IEC 14496-12
	DASH/CMAF constraints
	Segment Type
Signalling compatibility to CMAF Chunk

	prft
	0/1
	ISO/IEC 14496-12
	DASH/CMAF constraints
	Producer Reference Time

	emsg
	*
	ISO/IEC 23009-1
	DASH/CMAF constraints
	Event Message

	free
	*
	ISO/IEC 14496-12
	none
	free box

	skip
	*
	ISO/IEC 14496-12
	none
	skip box

	moof
	1
	ISO/IEC 14496-12
	DASH/CMAF constraints
	Movie Fragment box and the boxes it contains

	mdat
	1
	ISO/IEC 14496-12
	DASH/CMAF constraints
	Media Data container for media samples

	Legend
· Cardinality 0/1 means that at most one needs to be present, * means that any number or none of those are present.
· NL refers to the nesting level, all boxes are on level 0.



For ISO BMFF based Resynchronization Point, the properties are defined as follows
· The index Index is defined as the byte offset of the first octet of the constrained ISO BMFF Segment.
· The earliest presentation time Time is defined as the smallest time of the combination of the decode time, the composition offset and the edit list, of any sample in this ISO BMFF Segment.
· The SAP type is defined according to clause 4.5.2.
· If the 'styp' is present and the box following the 'styp' is one of the following 'prft', 'emsg', 'free', 'skip', 'moof', and the cardinality and ordinality of the Resynchronization Point as provided in Table Y is fulfilled then the marker is present.

Add New clause 6.3.5
[bookmark: _Ref14727643]6.3.5 Resynchronization Point Index Segment
A Resynchronization Point Index Segment indexes one Media Segment of one Representation and is defined as follows:
—	Each Representation Index Segment should begin with an 'styp' box, and the brand 'rpis' should be present in the 'styp' box. The conformance requirement of the brand 'rpis' is defined by this subclause;
—	Each Media Segment shall be indexed by exactly one Segment Index box; the boxes for a given Media Segment are contiguous
NOTE: In contrast to an Index Segment which describes the entire Representation, this Segment is only describing one Segment.
Editor's NOTE: It needs to be checked if a better Resync Segment Index should be defined.
Add New clause A.13
A.12 Resynchronization and Early Access to Segments
A.12.1 Introduction
Several cases are identified when Resynchronization within a Segment is important and beneficial. Examples include:
· Low latency streaming and fast access to the service
· Fast channel acquisition in broadcast services
· Low latency streaming and resynchronization after losses or buffer underruns
· Fast down-switching in low duration buffer cases
· Fast and efficient seeking to time
Resynchronization and restart of playback in the case of the ISO BMFF Segments requires multiple processes:
1. Finding the box structure within the Segment
2. Finding a proper Resynchronization Point including with all relevant information that is needed to start parsing and decoding
3. Finding the earliest presentation time that is presented
4. Processing of Event messages, if applicable
5. Obtaining all decryption relevant information, if applicable
6. Start decoding on elementary stream level
In addition, a DASH client is preferably aware of the availability of Resynchronization Points.
This clause also addresses the issues on the early availability and accessibility of initial parts of Segments.
The Resynchronization Point feature as defined in clause 5.3.12 supports fast resynchronization, but it is not essential. This clause provides a few client implementation guidelines for fast Resynchronization.
A.12.2 Box Structure Resynchronization
Box structure resynchronization is an important feature for many playback pipelines. Without aligning to the box structure, such pipelines fail. Secondly, resynchronization to ISO BMFF segments and proper elementary stream decoding is also relevant.
There are different ways to resynchronize on box structure at a specific time.
1. If the Segment Index is provided, then resynchronization can be done at presentation times and byte offsets. However, a Segment Index is typically not available for dynamic services.
2. If the Resynchronization Point Index is provided, then resynchronization can be done at presentation times and byte offsets. This may apply for regular live services, but not be suitable in case of low-latency.
3. If the start of the Segment is accessible, the Segment can be downloaded from the beginning and be parsed until the proper Index and Time is found. However, such downloading may require unnecessary bandwidth or may not be fast enough. 
4. A resynchronization information is provided by the underlying protocol, that for example provides the Index to each Resynchronization Point and this information is passed to the DASH client.
5. If the start of the Segment is not available, then finding a Resynchronization Point based on a proper pattern is possible. Once found, regular parsing can start and find the proper box structure that allows you processing, in particular 'emsg', 'prft', 'moof' and 'mdat'.
A.12.3 Usage of Resynchronization Feature
If the Resynchronization Point Index Segment is provided as part of a Resync@index, then resynchronization can be done at the specified Index and Time values, taking into account the type of the Resynchronization Point. 
If the client wants to resynchronize to a Time within a Segment and does not have any information from an Index or a supplementary protocol on the Index within the Segment that corresponds to the time, the client may resync by parsing the Segment.
Before parsing the Segment, it is recommended to download only a part of the Segment that will include the Resynchronization Point. For this purpose, the information in the Resync@dT, Resync@dMax and Resync@dMin can be used. If the Resync@marker is set, then the client can parse the byte stream as follows to find the Index of the next Resynchronization Point:
1. Find an occurrence of the 'styp' byte string in a segment, say at byte offset B1.
2. Verify against a random emulation as follows: the next box type is compared against the list of  any of the expected box types: 'styp', 'prft', 'emsg', 'moof', 'mdat', 'free', 'skip.
3. If one of the known box types is found, byte offset B1-4 octets is the Index of the Resynchronization Point.
4. If this is not one of the known box types noted before, this occurrence of 'styp' box is considered an invalid Resynchronization Point and ignored. Restart from step 1 above.
Once found, the remaining issue is the determination of:
· the earliest presentation time Time of the Resynchronization Point. This is easily accomplished by the use of the 'tfdt' and other information in the movie fragment header. 
· the type of the Resynchronization Point. Several options exist:
· A detection based on the information in the 'moof'. 
· The use of compatibility brands for SAP types. If CMAF is in use as defined in ISO/IEC 23000-1, the following can be deduced
· 'cmff': indicates that the SAP is 1 or 2
· 'cmfl': indicates that the SAP is 0 
· 'cmfr': indicates that the SAP is 1, 2 or 3
Once proper Time and Index is found, an early Resynchronization the media pipeline can be initiated.
A.12.4 Early availability and access of Segments
For a Representation that includes an @availabilityTimeOffset, the following client behaviour is expected:
· [bookmark: _Hlk37867629][bookmark: _Hlk37867654]If no Resync with @dT and @dImin is present and the @availabilityTimeComplete set to FALSE is signaled, then
· clients are expected to not access the Segment with byte range requests,
· clients cannot expect that any Segment data is available prior to Segment availability start time and of the data will be received, even if a request for Segment is issued.
· If a Resync element is present Resync with @dT and @dImin, 
· clients can expect that available Segment data will be received over time, if a request for Segment is issued.
· clients are expected to not access the Segments with byte range requests that are not yet available.
· If furthermore @rangeAccess is set to true
· The clients are permitted to access byte range requests that are available at the current time NOW,
Add new clause G.X
G.20 	Resynchronization
An example is provided for the usage of the Resynchronization feature in the context of low-latency service offerings. The Resync element is added in two places for two purposes. First of all, it describes for all video Adaptation Set, that a chunked mode is applied.
      <Resync type="0" dT="500000" dImin="0.03125" dImax="0.09375"/>

The resynchronization point is not further specified, i.e. @type=0. The maximum duration of the chunk is identified by the @dT value of "500000" and by the usage of the @timescale value of "1000000", this results in 500ms. The minimum distance in bytes between two Resynchronization Points is provided by @dImin="0.03125", i.e. the together with the bandwidth value of the first Representation, the minimum difference is 15,625 bytes. The same applies for the maximum difference by multiplying the value of @bandwidth with the value of @dImax, resulting in 46,875 bytes. For the second Representation with @bandwidth="200000", this results in the minimum difference of 6,250 bytes and the maximum difference of 18,750 bytes. For the third Representation, with @bandwidth="300000", this is respectively set to 9,375 bytes and 28,125 bytes.
In addition, for the third Representation, an additional Resync element is present as: 
        <Resync type="2" dT="1000000" dImin="0.1" dImax="0.15" marker="true"/>   

The points to the fact that at least every second (based on the value of @dT), one Resync Point of type 2 can be found in this Representation, which may for example be used for fast access to the content, or may also be used for fast down-switching or Resynchronization.  The minimum and maximum distance are documented according to @dImin and @dImax as 30,000 and 45,000 bytes, respectively.  As the @marker flag is set to true, a DASH client may apply algorithm documented in clause A.12.3 to find the Resynchronization Point.
	<?xml version="1.0" encoding="UTF-8"?>
<?xml version="1.0" encoding="UTF-8"?>
<MPD xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" xmlns="urn:mpeg:dash:schema:mpd:2011" xmlns:xlink="http://www.w3.org/1999/xlink" xsi:schemaLocation="urn:mpeg:dash:schema:mpd:2011 DASH-MPD.xsd" profiles="urn:dvb:dash:profile:dvb-dash:2014" type="dynamic" minimumUpdatePeriod="PT500S" availabilityStartTime="2020-02-19T10:42:02.684Z" publishTime="2020-02-19T11:01:42.688Z" minBufferTime="PT2.0S">
	<ProgramInformation>
 </ProgramInformation>
	<ServiceDescription id="0">
		<Latency target="3500" referenceId="0"/>
	</ServiceDescription>
	<Period id="0" start="PT0.0S">
		<AdaptationSet id="0" contentType="video" segmentAlignment="true" frameRate="10/1" maxWidth="960" maxHeight="400" par="12:5">
			<ProducerReferenceTime id="0" inband="true" type="encoder" wallClockTime="2020-02-19T10:42:02.667Z" presentationTime="0">
				<UTCTiming schemeIdUri="urn:mpeg:dash:utc:http-xsdate:2014" value="http://time.akamai.com"/>
			</ProducerReferenceTime>
			<Resync type="0" dT="500000" dImin="0.03125" dImax="0.09375"/>
			<SegmentTemplate timescale="1000000" duration="8000000" availabilityTimeOffset="7.500" availabilityTimeComplete="false" initialization="init-stream$RepresentationID$.m4s" media="chunk-stream$RepresentationID$-$Number%05d$.m4s" startNumber="1"/>
			<Representation id="0" mimeType="video/mp4" codecs="avc1.640016" bandwidth="500000" width="960" height="400" sar="1:1" qualityRanking="5"/>
			<Representation id="1" mimeType="video/mp4" codecs="avc1.640016" bandwidth="200000" width="720" height="300" sar="1:1" qualityRanking="2"/>
			<Representation id="2" mimeType="video/mp4" codecs="avc1.640016" bandwidth="300000" width="720" height="300" sar="1:1" qualityRanking="1">
				<Resync type="2" dT="1000000" dImin="0.1" dImax="0.15" marker="true"/>
			</Representation>
		</AdaptationSet>
		<AdaptationSet id="1" contentType="audio" segmentAlignment="true">
			<AudioChannelConfiguration schemeIdUri="urn:mpeg:dash:23003:3:audio_channel_configuration:2011" value="2"/>
			<SegmentTemplate timescale="1000000" duration="1000000" initialization="init-stream$RepresentationID$.m4s" media="chunk-stream$RepresentationID$-$Number%05d$.m4s" startNumber="1"/>
			<Representation id="3" mimeType="audio/mp4" codecs="mp4a.40.2" bandwidth="96000" audioSamplingRate="44100"/>
		</AdaptationSet>
	</Period>
	<UTCTiming schemeIdUri="urn:mpeg:dash:utc:http-xsdate:2014" value="http://time.akamai.com"/>
</MPD>





Change 4: Patch Method for MPD Updates
Add in clause 5.3.1.2, Table 13
	
	PatchLocation
	0 ... N
	specifies a location at which the MPD patch is available.
MPD patch is defined in sec. 5.XX




Add in clause 5.3.1.3
	<!-- MPD Type -->

	<xs:complexType name="MPDtype">

		<xs:sequence>

	…

			<xs:element name="Location" type="xs:anyURI" minOccurs="0" maxOccurs="unbounded"/>
		<xs:element name="PatchLocation" type="PatchLocationType" minOccurs="0" maxOccurs="unbounded"/>

			<xs:any namespace="##other" processContents="lax" minOccurs="0" maxOccurs="unbounded"/>

		</xs:sequence>

		…

	</xs:complexType>


<!-- Patch Location Type -->
<xs:complexType name="PatchLocationType">
	<xs:simpleContent>
		<xs:extension base="xs:anyURI">
			<xs:attribute name="ttl" type="xs:unsignedInt" use="required"/>
			<xs:anyAttribute namespace="##other" processContents="lax"/>
		</xs:extension>
	</xs:simpleContent>
</xs:complexType>



Replace sec 5.10.4.3 with the following:
[bookmark: _Ref14726040]5.10.4.3 MPD Patch Event
For DASH events with value 2, an MPD patch shall be included in the DASHEvent structure, immediately following the publish_time field. The payload of this message shall be a valid MPD patch as defined in sec 5.14. 
The result of the patch application shall be parse-tree identical before any xlink resolution to the MPD with publish_time would have been retrieved at event time. 
Add Sec 5.14
5.14 MPD Patch Framework
5.14.1 Overview
In the case of a live linear channel and dynamic MPD, MPD updates can happen frequently and create a considerable bandwidth and processing overhead. In the vast majority of cases, a small minority of elements in the MPD is added or removed. For example, in case of relatively frequent MPD requests and use of SegmentTimeline, only at most a few S elements are added per adaptation set.
MPD patch framework allows transmission of only changed parts of the MPD as opposed to the complete MPD and uses the XML Patch framework defined in RFC 5261.   
5.14.2 Patch
5.14.2.1 Semantics
The MPD patch shall contain a single Patch element, which contains multiple add, remove, and replace elements as defined in RFC 5261.
Table X — Semantics of Patch element
	Element or Attribute Name
	Use
	Description

	Patch
	1
	The root element that carries the Patch data for a Media Presentation Description.

	@mpdId
	M
	Specifies the identifier for the Media Presentation Description this patch applies to.

	@publishTime
	M
	Specifies the wall-clock time when the MPD Patch was generated and publish at the origin server.

	@originalPublishTime
	M
	Specifies the wall-clock time used as a basis for generating information in the MPD Patch.
This patch only applies to the MPD with MPD@publishTime equal to this value, otherwise it is expected to be ignored by the DASH client

	add
	0..N
	Defined in RFC 5261

	remove
	0..N
	Defined in RFC 5261

	replace
	0..N
	Defined in RFC 5261

	Key
For attributes: M=mandatory, O=optional
Elements are bold; attributes are non-bold and preceded with an @.



5.14.2.2 XML Syntax
	<xs:schema elementFormDefault="qualified" xmlns:xs="http://www.w3.org/2001/XMLSchema" 
           targetNamespace="urn:mpeg:dash:schema:mpd-patch:2020" attributeFormDefault="unqualified"
  elementFormDefault="qualified" xmlns:xs="http://www.w3.org/2001/XMLSchema"
  xmlns:patch="urn:ietf:params:xml:schema:patch-ops" xmlns="urn:mpeg:dash:schema:mpd-patch:2020">

    <xs:element name="Patch" type="PatchType"/>

    <!-- MPD Type -->
    <xs:complexType name="PatchType">
        <xs:sequence>
            <xs:element ref="patch:add"/>
            <xs:element ref="patch:remove"/>
            <xs:element ref="patch:replace"/>
            <xs:any namespace="##other" processContents="lax”/>
        </xs:sequence>
        <xs:attribute name="mpdId" type="xs:string"/>
        <xs:attribute name="publishTime" type="xs:dateTime"/>
        <xs:attribute name="originalPublishTime" type="xs:dateTime"/>
        <xs:anyAttribute namespace="##other" processContents="lax"/>
    </xs:complexType>
</xs:schema>



5.14.2.3 XPath restrictions
The following element addressing shall be used:  
· Elements with an @id attribute with uniqueness requirement among its siblings present shall only be identified by the value of this attribute. In particular, Period, AdaptationSet, Representation, and SubRepresentation shall be only addressed via their @id
· DescriptorType elements with an @schemeIdUri attribute shall be identified by the value of this attribute, ex: SupplementalProperty 
· S elements shall be addressed in one of the following ways:
· @t or @n attribute of S elements if the said attribute is present in the S element. 
· By position 
· All other elements shall be addressed by position, e.g. SegmentTemplate[1]
Examples: 
/MPD/Period[@id=”1”]/AdaptationSet[@id=”1”]/SegmentTemplate[1]/
SegmentTimeline[1]/S[@t=”12345”]

/MPD/Period[@id=”1”]/AdaptationSet[@id=”1”]/SegmentTemplate[1]/
SegmentTimeline[1]/S[42]@r

5.14.2.4 MPD Signaling
	Element or Attribute Name
	Use
	Description

	PatchLocation
	
	specifies a location at which the MPD patch is available.

	@ttl
	M
	specifies the time period (in seconds) from the current MPD@publishTime + MPD@minimumUpdatePeriod during which the patch from the current MPD is guaranteed to be available 

	Key
For attributes: M=mandatory, O=optional
Elements are bold; attributes are non-bold and preceded with an @.



5.14.3 Processing Model
The in-memory MPD with derived through patch application shall be identical to a full MPD with the same value of the MPD@publishTime attribute, prior to XLink resolution. 
NOTE: An in-memory MPD is an MPD that is retained within either the temporary or persistent memory of a DASH client and is referenced by the DASH client to proceed with the playout of the media presentation.
To allow for DASH client implementation efficiency, the in-memory MPD need not be stored in full XML structure format, but it has to be stored such that all DASH defined identifiers and element order of multiple events of the same type are preserved. See 5.14.2.3 for the XPath addressing modes permitted by this standard.
MPD patch is guaranteed to be available between MPD@publishTime + MPD@minimumUpdatePeriod and MPD@publishTime + MPD@minimumUpdatePeriod + PatchLocation@ttl 
In case the request made after the end of this window, the client should request the full MPD, rather than the patch. 
An MPD Patch shall only be considered valid by the DASH client if and only if all of the following conditions are met:
· The Patch@mpdId value of the MPD patch is identical to the value of the MPD@id attribute of the in-memory MPD
· The value of the Patch@originalPublishTime is identical to the value of the MPD@publishTime attribute of the in-memory MPD
· The value of Patch@publishTime is greater than the value of the MPD@publishTime attribute of the in-memory MPD
· The patch contains a replace element modifying the value of MPD@publishTime to the value of Patch@publishTime
NOTE: If any of the above conditions does not hold, the patch application could produce a different MPD than the MPD with the same MPD@id and MPD@publishTime. This leads to inconsistent operation of the client, which is highly undesirable.
As stated earlier, patching does not require maintaining Document Object Model (DOM) document or full implementation of XPath, but the processing model below assumes the existence of both. The semantics of the add, replace, and remove elements are defined in RFC 5261.
The patch operations shall be applied prior to XLink dereferencing. For instance, if patch application results in a new remote Period, dereferencing shall occur after the patch.
NOTE: Patch application is not expected to affect periods previously resolved using XLink, unless the entity generating the patch is aware of the Period@id of the previously resolved period.  


Change 5: Preroll
Editor's Note: this tool is under consideration and may be updated/taken out depending to NB comments and implementors feedback.

Add in clause 4.7, Table 2, before urn:mpeg:dash:adaptation-set-switching:2016 row
	urn:mpeg:dash:mpd-preroll:2020
	5.3.2.4
	Scheme Identifier for signalling the existence of Preroll in MPD



Add in clause 5.3.1.1, Table 3, before Period element
	
	Preroll
	0…N
	specifies the information of a Preroll. For more details, refer to the description in subclause 5.3.3.



Add in clause 5.3.1.3, before Period element
			<xs:element name="Preroll" type="PeriodType" minOccurs="0" maxOccurs="unbounded"/>


[bookmark: _Toc31301052]
[bookmark: _Ref149093371][bookmark: _Toc149238383]Add after 5.3.2	Period
[bookmark: _Toc31301053][bookmark: _Ref175177041]5.3.X	Preroll
5.3.X.1	Overview
The Preroll element describes exactly one period of static media that is expected to be played before the media of a dynamic Media Presentation is played. One application of this element is the preroll advertisement. In this use-case, whenever the DASH client joins a live session, it is expected to stream and play pre-recorded advertisement and then join the live stream. The Preroll element allows the seamless transition from on-demand to live content while maintaining separate timelines for each of them. Since the Preroll elements are not tied to the live media timeline, the same MPD can be consumed by clients joining the live stream at different join times.
The Preroll element, similar to the Period element, is of type PeriodType. However, it is restricted in the following terms:
1. The Preroll element is only allowed in MPDs of @type=’dynamic’.
1. The Preroll element shall not include @start attribute.
1. The Preroll element shall not include any EmptyAdaptationSet element.
1. All Segments listed in the Preroll element shall be available at the MPD Publish Time, and they shall stay valid as long as the MPD is valid.
All Preroll elements shall be listed together and before any Period element in MPD.
A Preroll element should include @duration. 
An MPD update may remove or replace a Preroll element or add a new one. However, neither operations would impact the preroll or live period that is currently being played by any DASH client. The changes in the MPD update in this regard would be effective for new clients which start playing the MPD after receiving the update. The MPD update rules regarding Period, Adaptation Sets, and Representation ids shall be applied to Preroll elements and its children.
The Preroll element may include MPD and inband events. However, MPD validity expiration events during the preroll element are ignored by the DASH client. 
5.3.X.2	Example
Figure XXYYZZXXYYZZ shows a “simplified” example for preroll ad:
	<?xml version="1.0" encoding="utf-8"?>
<MPD 
   xmlns="urn:mpeg:dash:schema:mpd:2011"
    xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
    xsi:schemaLocation="urn:mpeg:dash:schema:mpd:2011 DASH-MPD.xsd"

  availabilityStartTime="1970-01-01T00:00:00Z" maxSegmentDuration="PT6S"
  minBufferTime="PT2S" minimumUpdatePeriod="PT5M" 
  profiles="urn:mpeg:dash:profile:isoff-live:2011" publishTime="2019-03-12T01:17:30Z"
  timeShiftBufferDepth="PT8M20S" type="dynamic">

  <Preroll duration="PT120S">
    <BaseURL>http://adserver.com/adcontent/ad1/</BaseURL>
    <AdaptationSet segmentAlignment="true" maxWidth="1280" maxHeight="720" par="16:9">
      <Representation id="1" mimeType="video/mp4" codecs="avc1.4d401f" width="1280" height="720" frameRate="24" startWithSAP="1" bandwidth="1485978">
        <SegmentTemplate timescale="12288" presentationTimeOffset="1024" duration="24576"
           media="video_$Number$.mp4" startNumber="1" initialization="video_init.mp4" />
      </Representation>
    </AdaptationSet>
  </Preroll>
  <Period id="p0" start="PT0S">
      <BaseURL>http://liveserver.com/live/live1/</BaseURL>
      <AdaptationSet contentType="video" maxHeight="1920" maxWidth="1080"
          mimeType="video/mp4" par="16:9" segmentAlignment="true" startWithSAP="1">
         <SegmentTemplate duration="2" initialization="$RepresentationID$/init.mp4" 
            media="$RepresentationID$/$Number$.m4s" startNumber="0" />
         <Representation id="V300" bandwidth="300000" codecs="avc1.64001e"
            frameRate="60/2" />
         <Representation id="V600" bandwidth="600000" codecs="avc1.64001e"
            frameRate="60/2" />
      </AdaptationSet>
  </Period>
</MPD>


Figure XXYYZZZXXYYX. An example of pre-roll ad for live content
In this example, when the client starts playing the live content, it would play 120 sec of the content of the preroll period and then join the live streaming session represented by Period with @id=’p0’.
5.3.X.4	Essential descriptor for playing preroll elements
The DASH clients compliant to the earlier edition of this standard may not be able to parse and process the Preroll element. If a service provider requires only clients capable of parsing and playback of the preroll element to play the corresponding MPD, an Essential Descriptor shall be present at MPD level with @schemeIdUri set to "urn:mpeg:dash:mpd-preroll:2020". 
5.3.X.5	Sample client playback of Preroll (informative)
This clause demonstrates how a sample DASH client can play the preroll period before the main content.
The client processing is as the following:
1. The DASH client obtains MPD’s AvailabilityStartTime and checks if the program is started. 
2. Reading the periods starts and durations, it finds the period covering the current wall-clock time. 
3. Based on bandwidth estimate and other information, it calculates the length of its input buffer.
4. For each preroll element, it starts from the first segments, fetches the segments, and fills the input buffer. The selected representation of the preroll element is based on the network condition and the length of its input buffer.
5. As soon as the buffer is full, it starts playing the preroll content. 
6. As soon as it appends the last segment of the last preroll element, it (optionally updates the MPD, and) calculates the InitialJoinTime (IJT).
7. Based on the segment addressing scheme, it calculates the initial segment covering IJT in the media timeline.
8. It starts fetching the initial live segment and continues fetching segments one after another, appending them in the buffer. 
9. With its buffer management, it maintains the buffer fullness during the playback of live content.

The client must follow the following guidelines:
· During the playback of the preroll ad, the client must update the MPD based on @mimimumUpdatePeriod.
· If the preroll element is remote (using xlink), the client must resolve it once and does not resolve it again during the playback of the resolved preroll element even with an MPD update.
· During the playback of the preroll element, a client may provide random access for the preroll content. 
· After joining the live session, the client may provide access to the live content according to the @timeShiftBufferDepth.
Note: The difference between the notions of pause and stop of playback is not defined in this guideline.
Change 6: Fixes to Event Streams

Add the following to Table 34:
[bookmark: _Ref14699431]Table 34 — Event Stream Semantics
	Element or Attribute Name
	Use
	Description

	 
	EventStream
	 
	specifies event Stream

	 
	 
	@xlink:href
	O
	specifies a reference to an external EventStream element

	 
	 
	@xlink:actuate
	OD
default:
onRequest
	specifies the processing instructions, which can be either "onLoad" or "onRequest".
This attribute shall not be present if the @xlink:href attribute is not present.

	 
	 
	@schemeIdUri
	M
	identifies the message scheme. The string may use URN or URL syntax. When a URL is used, it is recommended to also contain a month-date in the form mmyyyy; the assignment of the URL must have been authorized by the owner of the domain name in that URL on or very close to that date. A URL may resolve to an Internet location, and a location that does resolve may store a specification of the message scheme.

	 
	 
	@value
	O
	specifies the value for the event stream element. The value space and semantics must be defined by the owners of the scheme identified in the @schemeIdUri attribute.

	 
	 
	@timescale
	O
	specifies the timescale in units per seconds to be used for the derivation of different real-time duration values in the Event elements.
If not present on any level, it shall be set to 1.

	
	
	@presentationTimeOffset
	OD
Default: 0
	specifies the presentation time offset of this Event Stream that aligns with the start of the Period. Any Event contained in this Event Stream is mapped to the Period timeline by using the Event presentation time subtracted by the value of the presentation time offset
This adjustment shall not be applied to Inband event message box version 0.
The value of the presentation time offset in seconds is the division of the value of this attribute and the value of the @timescale attribute.

	 
	 
	Event
	0 ... N
	specifies one event. For details see Table 35.
Events in Event Streams shall be ordered such that their presentation time is non-decreasing.

	Key
For attributes: M=mandatory, O=optional, OD=optional with default value, CM=conditionally mandatory
For elements: <minOccurs>...<maxOccurs> (N=unbounded)
Elements are bold; attributes are non-bold and preceded with an @.




(for reference)

5.10.3.3.4 Semantics
—	scheme_id_uri: is a null-terminated ('C') string in UTF-8 characters that identifies the message scheme.  The semantics and syntax of the message_data[] are defined by the owner of the scheme identified.  The string may use URN or URL syntax.  When a URL is used, it is recommended to also contain a month-date in the form mmyyyy; the assignment of the URL must have been authorized by the owner of the domain name in that URL on or very close to that date.  A URL may resolve to an Internet location, and a location that does resolve may store a specification of the message scheme.
—	value: is a null-terminated ('C') string in UTF-8 characters that specifies the value for the event. The value space and semantics must be defined by the owners of the scheme identified in the scheme_id_uri field.
—	timescale provides the timescale, in ticks per second, for the event duration and presentation_time_delta or presentation_time fields. The value should be identical to the timescale of a track contained in the carrying Segment. Furthermore, the value should be identical for all events in one Event Stream.
—	presentation_time_delta provides the Media Presentation time delta of the media presentation time of the event and the earliest presentation time in this segment. If the segment index is present, then the earliest presentation time is determined by the field earliest_presentation_time of the first 'sidx' box. If the segment index is not present, the earliest presentation time is determined as the earliest presentation time of any access unit in the media segment. The timescale is provided in the timescale field.
—	presentation_time provides the Media Presentation time of the event measured on the Movie timeline, in the timescale provided in the timescale field, and adjusted by InbandEventStream@presentationTimeOffset, in the time scale provided by InbandEventStream@timescale; the value shall not be less than the earliest presentation time of the carrying Segment.
—	event_duration provides the duration of event in media presentation time. The timescale is indicated in the timescale field. The value 0xFFFFFFFF indicates an unknown duration. The interpretation of this value must be defined by the owner of the event scheme.
—	id: a field identifying this instance of the message. The scope of this identifier for each event is with the same scheme_id_uri and value pair. Messages with the same id within the scope of the same scheme_id_uri and value pair are equivalent , i.e. processing of any one event message box with the same id is sufficient.
—	message_data: body of the message, which fills the remainder of the message box. This may be empty depending on the above information. The syntax and semantics of this field must be defined by the owner of the scheme identified in the scheme_id_uri field.

Change 7: Improved Content Protection and Output Protection
Add in 5.3.7.2, Table 13.
	 
	 
	 
	ContentProtection
	0 … N
	specifies information about content protection schemes used for the associated Representations.
For details, see subclauses 5.8.1 and 5.8.4.1.

	
	
	
	OutputProtection
	0 … 1
	specifies information about output protection schemes required for presenting the associated Representations
For details, see subclauses 5.8.4.X.



Add in 5.3.7.3
Replace
<xs:element name="ContentProtection" type="DescriptorType" minOccurs="0" maxOccurs="unbounded"/>
with 
<xs:element name="ContentProtection" type="ContentProtectionType" minOccurs="0" maxOccurs="unbounded"/>
<xs:element name="OutputProtection" type="DescriptorType" minOccurs="0" maxOccurs="1"/>

Replace the content of 5.8.4.1 with
5.8.4.1.1 General
Content Protection descriptors are signalled by the ContentProtection element and are used to provide content protection and DRM related information in order to access encrypted and/or DRM-protected content. The ContentProtection element is an extended descriptor type.
For the element ContentProtection, the @schemeIdUri attribute is used to identify a content protection descriptor scheme. 
The ContentProtection descriptors should provide sufficient information, possibly in conjunction with the @value and/or extension attributes and elements, such as the DRM system(s), encryption algorithm(s), and key distribution scheme(s) employed, to enable a client to determine whether it can possibly play the protected content. The ContentProtection element can be extended in a separate namespace to provide information specific to a content protection scheme (e.g. particular key management systems or encryption methods).
When no ContentProtection element is present, the content shall not be encrypted.
In clause 5.8.5.1, the MP4 protection scheme identified with @schemeIdUri set to "urn:mpeg:dash:mp4protection:2011" is defined. This scheme merely indicates the encryption mode used in conjunction with one or more DRMs. Hence, it is recommended to provide the client with additional content protection information about the available DRMs.
Additional ContentProtection elements with the @schemeIdURI attribute set to a URN not defined in clause 5.8.5 shall describe a specific key management and protection scheme that is sufficient to access and present the Representation.
An optional @robustness attribute may be present, for details see clause 5.8.4.1.2.
The Content Protection information may be provided explicitly of may be referenced. For details refer to subclause 5.8.4.1.3.
The semantics of the attributes within the ContentProtection element are provided in subclause 5.8.4.1.4, Table XXX. The XML syntax of ContentProtection element is provided in subclause 5.8.4.1.5.
Clause 5.8.4.1.6 provides information on how to define a content protection scheme.
[bookmark: _Hlk38480730]5.8.4.1.2 Robustness
An optional @robustness attribute may be present in a ContentProtection element specifying the minimum robustness value required for playing back the associated Representations. 
Robustness levels are typically used to differentiate implementations based on their level of robustness to attacks. Typically, the differentiation is based on whether decryption and decoding are performed in hardware or software. The set of robustness levels, their values, and the ordering are specific to each content protection scheme. 
The robustness information is provided to a DASH client for optimizing its processing. Typically, if the client ignores this information, it will identify whether its robustness level is sufficient for playing the associated Representations only after processing the DRM license server response.
For details defining robustness levels for a content protection scheme, refer to clause 5.8.4.1.6.
NOTE: different DRMs may potentially have different robustness levels on the same device, and different codecs may have different robustness levels with the same DRM on the same device. A client may thus factor these in when selecting the DRM and codec.
5.8.4.1.3 Referencing
An MPD may contain multiple Representations or Adaptation Sets with identical ContentProtection descriptors. This redundancy becomes significant in cases such as carriage of Protection System Specific Header ('pssh') information inside the ContentProtection descriptor.
For this purpose, a ContentProtection element may contain a @refId attribute that shall uniquely identify the element uniquely among all other ContentProtection elements in the MPD. 
If a ContentProtection element with a @ref attribute is present, then exactly one ContentProtection element with a matching @refId attribute value shall be present.
A ContentProtection element, referred to as ”referencing”, may contain a @ref attribute that is set to the value of @refID of any ContentProtection element, referred to as ”source”. In this case the following holds:
· The “referencing” ContentProtection element inherits all attributes and elements from the “source” ContentProtection element.
· Any element or attribute present in the “referencing” ContentProtection element remains in the “referencing” ContentProtection element.

NOTE: The content author should be careful about the consequences of a client not being able to dereference an inheriting ContentProtection element. In this case, the client may either reject the associated Representations, or it may be forced to exchange additional information with the DRM server to identify the suitability of being able to access the associated Representations.
[bookmark: _Ref14699324]5.8.4.1.4 Semantics
Table XXYYZZ — ContentProtection semantics
	Element or Attribute Name
	Use
	Description

	 
	ContentProtection
	 
	specifies information regarding a content protection scheme used to encrypt the associated Representation(s)

	 
	 
	@schemeIdUri
	M
	identifies a content protection scheme.

	 
	 
	@value
	O
	provides additional information specific to the content protection scheme. For example, it may provide information such as DRM version, encryption mode, etc.  For details, refer to clause 5.8.4.1.6.
NOTE: @value is mandatory for the content protection schemes defined in 5.8.5.2

	
	
	@ref
	O
	If present, makes this an inheriting Content Protection descriptor that inherits from a “source” Content Protection descriptor which is identified by the equivalent value of @refId attribute. For details, refer to clause 5.8.4.1.3.
The attribute shall not be present if the @refId attribute is present.

	
	
	@refId
	O
	specifies an identifier of this descriptor. The identifier shall be unique within an MPD. 
The attribute shall not be present if the @ref attribute is present.

	
	
	@robustness
	OD
	specifies the minimum robustness level required for this content protection scheme for accessing content represented by the associated Representation(s). For more details refer to clause 5.8.4.1.3 and 5.8.4.1.6.
If not present, then the lowest robustness level for the identified content protection scheme applies. 

	Key
For attributes: M=Mandatory, O=Optional, OD=Optional with Default Value, CM=Conditionally Mandatory
For elements: <minOccurs>...<maxOccurs> (N=unbounded)
Elements are bold; attributes are non-bold and preceded with an @.



5.8.4.1.5 XML Syntax
	<xs:complexType name="ContentProtectionType">
    <xs:complexContent>

		<xs:extension base="DescriptorType" >

			<xs:attribute name="robustness" type="StringNoWhitespaceType"/>
               <xs:attribute name="refId" type="xs:ID"/>
               <xs:attribute name="ref" type="xs:IDREF"/>

		</xs:extension>
     </xs:complexContent>

	</xs:complexType>



5.8.4.1.5 Definition of Content Protection schemes 
Content protection schemes may be defined and be used together with the content protection descriptor. In order to define a content protection scheme, this clause defines several rules and recommendations for such a definition.
The following information is required for defining a content protection scheme:
1. A unique value of the scheme identifier @schemeIdUri
2. A list of permissible values for the @value attribute and their interpretation. There is no need to define a value if the scheme identifier itself is sufficient to convey the information.

The following information is recommended:
1. The usage and setting of the @robustness attribute. Robustness values, if defined, must be provided in an ordered list from low to high, representing the robustness level.
2. Example(s) of value discovery by the client using some frequently used APIs (e.g., W3C EME, Android, etc.).
3. How these values can be used by players in existing workflows
4. Additional information that is important for the content protection scheme

Content protection schemes defined in this document are provided in clause 5.8.5.2.
External organizations can define content protection schemes. If they do, they MUST provide the aforementioned required information and are encouraged to provide the recommended information.
NOTE: It is recommended to document content protection schemes along with all additional information at https://dashif.org/identifiers/content_protection/. 
Replace the content of 5.8.5.2 with
[bookmark: _Ref14702100]5.8.5.2 Content protection
5.8.5.2.1 General
The following section defines a set of URIs that identify specific content protection schemes, i.e. schemes contained in the ContentProtection element following the rules of clause 5.8.4.1.5.
5.8.5.2.2 The MP4 Protection Scheme
For Representations based on ISO/IEC 14496-12, the following URI is defined to indicate protection schemes identified by the Scheme Type within the Scheme Type Box of the Protection Scheme Information Box of the file:
urn:mpeg:dash:mp4protection:2011
In this scheme, the @value attribute shall present and shall be the 4CC contained in the Scheme Type Box, suitably percent-encoded according to IETF RFC 8141, and may include the version number. The 4CC and the version number, if present, shall be separated by a “:”. The version number shall be encoded as up to 8 hexadecimal digits, where the leading '0's may be omitted.
The syntax for the value field of the content protection descriptors shall follow the MP4-PROTECTION-VALUE as defined in the following ABNF notation according to IETF RFC 5234:
	MP4-PROTECTION-VALUE = VERSIONED-4CC
 
VERSIONED-4CC = CCCC [ CCCC-VERSION ]
CCCC = ALPHA ALPHA ALPHA ALPHA 
CCCC-VERSION = ":" 1*8HEX
 
CA-DESCRIPTOR-VALUE = LHEX LHEX LHEX LHEX
 
LHEX = DIGIT / "a" / "b" / "c" / "d" / "e" / "f"



The value space of the @robustness attribute is not defined for this scheme and therefore the attribute shall not be present.
If the urn:mpeg:dash:mp4protection:2011 content protection scheme is assigned to a Representation, it merely indicates the encryption mode used in conjunction with one or more DRMs. Hence, it is recommended to provide the client with additional information about the available DRMs. 
If the value of the Scheme Type Box (and hence the value of the @value attribute of the MP4 protection scheme) is defined in ISO/IEC 23001-7, then as defined in ISO/IEC 23001-7 clause 11 the following applies:
1. The MPD author is encouraged to provide additional DRM-specific ContentProtection elements. These typically use the @schemeIdUri property to carry a UUID of the specific content protection scheme and may include additional scheme-specific information. 
2. The presence, syntax, and semantics of the @value attributes are governed by the specific content protection scheme.
3. The @cenc:default_KID attribute as defined in ISO/IEC 23001-7 should be present in the ContentProtection element with cenc defined as the namespace xmlns:cenc="urn:mpeg:cenc:2013" as defined in ISO/IEC 23001-7.
4. A media player application may read the @cenc:default_KID value to determine whether that key has been acquired, and may acquire a license using the information in a cenc:pssh element in advance of media availability.
5. The carriage of the scheme-specific cenc:pssh element is recommended. 
NOTE: Many content protection schemes along with all additional information are registered at https://dashif.org/identifiers/content_protection/. 

5.8.5.2.3 The CA_descriptor scheme
For Representations based on ISO/IEC 13818-1 (MPEG-2 Transport Stream), the following URI is defined to indicate the Conditional Access System used:
urn:mpeg:dash:13818:1:CA_descriptor:2011
In this scheme, the value of the @value attribute shall be the 4-digit lower-case hexadecimal Representation of the 16-bit CA_system_ID from the CA_descriptor as defined in ISO/IEC 13818-1.
—	
The value space of the @robustness attribute is not defined for this scheme and therefore the attribute shall not be present.

Add new clause
[bookmark: _Hlk44066784][bookmark: _Ref14712043]5.8.4.X			Output protection
5.8.4.X.1	General
Output protection schemes, such as HDCP, are frequently used to protect the rendered output in transit from the decoding device to the displaying device (for example, from a set-top box connected to a TV set using an HDMI cable). These output protection schemes and their properties are frequently a pre-requisite for the ability to present the associated Representations.
The OutputProtection element is a descriptor type and this descriptor may be used to identify an output protection descriptor scheme.
The ultimate decision for whether a Representation can be rendered by a client is defined by the content usage rules usually in the license provided by the DRM license server. However, the information contained in the output protection descriptor can be used by the client to select the associated Representation or Adaptation Set and start downloading without waiting for the license server response. 
This information is provided to the DASH client to optimize its processing. Typically, if the client ignores this information, it will identify whether its output environment is capable to play the associated Representations after processing detailed DRM information.
When OutputProtection element is not present, the client should not make any assumptions on whether output protection is indeed a prerequisite for content presentation. 
NOTE: The authoritative answer to the question “can the client present this representation” is still given by the DRM license server response. Hence, even if the descriptor is not understood, incorrect, or ignored, it would not result in incorrect behaviour, only in reduced efficiency.
[bookmark: _Hlk38481157]5.8.4.X.2	Output protection schemes definition
Output protection schemes may be defined and be used together with the output protection descriptor. In order to define an output protection scheme, this clause defines several rules and recommendations for the definition of this.
For defining an output protection scheme the following information is required:
1. A unique value of @schemeIdUri
2. The list of permissible values for the @value attribute in non-decreasing order, and their interpretation

The following information is recommended:
1. Example(s) of value discovery by the client using some frequently used APIs (e.g., W3C EME, Android, etc.)
2. Example(s) of how these values would be used by the players to reject potentially unplayable associated representations 

Output protection schemes defined in this document are provided in clause 5.8.5.X.
External organizations can define output protection schemes. If they do, they MUST provide the required information from above and are encouraged to provide the recommended versions.
NOTE: It is recommended to document output protection schemes at https://dashif.org/identifiers/ 
5.8.5.X HDCP Output protection scheme
The clause defines an output protection scheme for HDCP [HDCP] with @schemeIdUri defines "urn:mpeg:dash:output-protection:hdcp:2020" and the value as defined in Table X. The value provides an association between the content and the device output requirements, namely the minimum HDCP version that a device output must comply with to output the associated content. 
Table X defines an order list with increasing rows defining increasing levels.
Table X: Value definition of HDCP Output protection scheme with @schemeIdURI set to "urn:mpeg:dash:output-protection:hdcp:2020"
	@value
	Interpretation (Output compliance requirement for content)

	1.0
	HDCP 1.0-compliant device 

	1.1
	HDCP 1.1-compliant device 

	1.2
	HDCP 1.2-compliant device 

	1.3
	HDCP 1.3-compliant device 

	1.4
	HDCP 1.4-compliant device 

	2.0
	HDCP 2.0-compliant device 

	2.2
	HDCP 2.2-compliant device 

	2.3
	HDCP 2.3-compliant device 



The example below shows use of a proposed EME extension to determine the HDCP level support and acting upon it.
video.mediaKeys.getStatusForPolicy({
  minHdcpVersion: '1.4'
}).then(status => {
  if (status === 'usable') {
    // Pre-fetch HD content.
  } else { 
    // Pre-fetch SD content.
  }
});
Add to bibliography
[EME] David Dorwin; et al. Encrypted Media Extensions. 18 September 2017. REC. URL: https://www.w3.org/TR/encrypted-media/
[EME HDCP] EME Extension: HDCP Policy Check, https://github.com/WICG/hdcp-detection/blob/master/explainer.md
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