3GPP TSG SA4 Meeting #110-e
 S4-201067
Online meeting, August 19 – 28, 2020
Agenda item: 
10.9
Source: 
HUAWEI
Title: 
FS_5GSTAR: Proposed Media Centric Architecture for AR Conversational
Document for
Discussion and Agreement
1
Introduction
The clause maps a set of media functions to media centric architecture for AR conversational according to typical AR conservational cases. There are slight differences in the processing and transmission of AR media streaming in these use cases. For this purpose it focuses on the function of the AR Media Enabler in each case.
The following sub functions of the AR Media Enabler are identified:

-
Media Encoding and Decoding

-
Media Rendering
-
Media Stitching
-
AR-specific Data Parsing

The clause also describes basic procedures case by case and further discuss some possible requirements.
2
Proposed Media Centric Architecture for AR Conversational
2.1
Unilateral XR Media Processing
2.1.1
Architecture
In the unilateral media cases, following the architecture as depicted in Figure 2-1-1-1, the AR Media Enabler is able to get access to the AR-specific application data from the UE1, parse them and identify the requested AR services. According to the requested AR services, the AR Media Enabler further triggers the procedures of AR media processing and generates the corresponding AR media based on the received media and then sends them to the UE2.
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Figure 2-1-1-1: Unilateral Media Processing

Editor's note1: The functions indicated by the orange boxes are assigned to the sub functions relevant AR Services. The description indicated by the grey oval addresses supported scene such as Animated Emoji.
Editor's note2: As shown this Figure 2-1-1-1, it is potential way that an AR Media Enabler gets access to the AR-specific application data via an AR AS. In fact, the requirement on how to access the AR-specific application data for an AR Media Enabler is FFS.  
Editor' note3: According to the device types defined in clause 4.8.1 of TR 26.928 [1], the UEs in this Figure 2-1-1-1 are similar to devices together with a touch-screen may be used both for AR as well as for VR. The UEs can collect and process their sensors data. However, given that limited power consumption and computing capabilities, it is more reasonable that the XR media processing can be moved to the network. 
In this case as shown in Figure 2-1-1-1, UE1 can establish an AR session with UE2 and then trigger some operation on its AR Client such as selecting an animated emoji and/or putting on a Beautiful hat. Conversely, UE2 can also trigger these operation on its AR Client in order that UE1 enjoys an AR experience.

2.1.2
Use case and Basic Procedures
The use case as "AR animated emoji calls" described in the contribution "Use cases for AR conversational" may be addressed by this architecture. The corresponding call flow with the highlights the key steps as followed:

1) The UE1 supporting AR Client initiates a call with the UE2 supporting AR Client.

2) The UE1 triggers AR actions on its AR Client:
a) Sends the media streaming (1) captured by the UE1;

b) Sends AR-specific application data (e.g. an Animated Emoji);
3)
Based on these information, the AR Media Enabler generates an AR media streaming: 

a)
Parses AR-specific application data and then identify the requested AR services; 

b)
Decodes the media streaming (1) sent by the UE1;
c)
Renders the corresponding media matching the requested AR services on the top of the media streaming (1) as the media streaming (1');
d)
Encodes the media streaming (1') and sends it to the UE2;
4)
The UE2 receives the AR media streaming and decodes it.

Especially for the Animated Emoji case, the AR Media Enabler is able to extract real facial expression from the media streaming (1) in real-time and then synchronize them to the selected animated emoji to achieve face-tracking live emoji like what the user1 with the UE1 does. 
2.1.3
Formats and Transport for AR-specific application data
FFS.
2.2
Bilateral XR Media Processing
2.2.1
Architecture
In the bilateral media cases, following the architecture as depicted in Figure 2-2-1-1, the AR Media Enabler is also able to identify the requested AR services as well as in the unilateral media cases. According to the requested AR services, the AR Media Enabler can render the AR media respectively from the pose information and camera parameters from the UE1 and UE2. Therefore, both the UE1 and the UE2 can see the same media content but based on their different viewpoints. In addition, the AR Media Enabler can stitch two media streaming from the different UEs. For example,  except that the shared media streaming between the UE1 and the UE2, if there are two additional media streaming captured by the front-facing camera of the UE1 and UE2, the AR Media Enabler can stitch the media streaming captured by front-facing camera of the UE2 on the top of the shared media streaming according to the UE1's viewpoint.


[image: image2]
Figure 2-2-1-1: Bilateral Media Processing

Editor's note 1: The functions indicated by the orange boxes are assigned to the sub functions relevant AR Services. The description indicated by the grey oval addresses supported scene such as Remote Repairing.
Editor's note 2: The requirement on how to access the Sensors data and Cameras data for an AR Media Enabler is FFS.

2.2.2
Use case and Basic Procedures
The use case as "AR remote cooperation" described in the contribution "Use cases for AR conversational" may be addressed by this architecture. The corresponding call flow with the highlights the key steps as followed:

1) The UE1 supporting AR Client initiates a call with the UE2 supporting AR Client.

2) The UE1 triggers AR actions on its AR Client:
a) Sends the media streaming (1) captured by the UE1's the back-facing camera and the media streaming (2) captured by the UE1's front-facing camera;

b) Sends AR-specific application data (e.g. image annotations and requesting the media streaming captured by the front-facing camera of the UE2).

c) Shares Sensors data (e.g. pose information) and Cameras data (e.g. calibration parameters) with an AR Media Enabler in real-time.
3) MTSI UE2 triggers AR actions on its AR Client:
a) Sends the media streaming (3) by the front-facing camera of MTSI UE2;

b) Sends AR-specific application data (e.g. requesting media content captured by the front-facing camera of the UE1).

c) Shares Sensors data (e.g. pose information) and Cameras data (e.g. calibration parameters) with an AR Media Enabler in real-time.

4)
Based on these information, the AR Media Enabler generates AR media streaming respectively for the two UEs: 

a)
Parses Sensors data (including Viewer data), Cameras data and AR-specific application data, and then identify the requested AR services; 

b)
Decodes the media streaming (1), (2) and (3);
c)
Renders the media streaming (1) via Viewer data of the UE1 as the media streaming (1');

d)  Stitches the media streaming (1') and the media streaming (3) as the media streaming (1'+3) via their respective Cameras data;

e)
Renders the media streaming (1) via Viewer data of MTSI UE2 as the media streaming (1’’);

f)  Stitches the media streaming (1") and the media streaming (2) as the media streaming (1"+2) via their respective Cameras data;

g)  Encodes the media streaming (1'+3) and sends it to MTSI UE1;

h)  Encodes the media streaming (1"+2) and sends it to MTSI UE2;
5)
MTSI UE1 and MTSI UE2 receive the respective media streaming, decode them to achieve AR experiences.

In the above procedures, if the UE2 can send the media streaming (4) captured by its back-facing camera, the UE1 or the UE2 can select share media streaming (1) or (4) according to their needs and interests. If the UE1 selects the media streaming (4) via its AR Client, the AR Media Enabler can stich the media streaming (3) and (4) as the media streaming (4+3), renders and then generates the media stream (4'+3). 

In addition, both the UE1 and the UE2 can trigger AR actions similar to those described in clause 2.2.2. Then, they can see each other's enhancements (e.g. animated emoji or image annotations) on the media streaming, which comes from either party of an AR session.

2.2.3
Formats and Transport for AR-specific application data
FFS.
2.3
Multilateral XR Media Processing
2.3.1
Architecture
In the third party media cases, following the architecture as depicted in Figure 2-3-1-1, the AR Media Enabler is also able to identify the requested AR services as well as in the unilateral and bilateral media cases. Compared with the case as described in clause 2.1 and 2.2, the AR Media Enabler can process the third party media streaming from an Media Streaming Provider based on the respective viewpoint and AR-specific application data of either party of an AR session.
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Figure 2-3-1-1: The Multilateral Media Processing

Editor's note: The functions indicated by the orange boxes are assigned to the sub functions relevant AR Services. The description indicated by the grey oval addresses supported scene such as Remote Advertising. The function indicated by the green box is assigned to the Media Streaming Provider. The interaction between the Media Streaming Provider and the AR AS is out of scope. 

2.3.2
Use case and Basic Procedures
The use case as "AR remote advertising" described in the contribution "Use cases for AR conversational" may be addressed by this architecture. The corresponding call flow with the highlights the key steps as followed:

1) The UE1 supporting AR Client initiates a call with the UE2 supporting AR Client.

2) The UE1 triggers AR operation on its AR Client:
a) Shares Sensors data (e.g., pose information) of the MTSI UE1 in real-time;

b) Sends AR-specific application data for requesting a third-party media streaming (e.g., a video for advertising house) in order to share it with the UE2.

3) The UE2 triggers AR operation on its AR Client:
a) Shares Sensors data (e.g., pose information) of the UE2 in real-time;

4) Based on the  UE1's request, the AR AS gets a third-party media streaming from the Media Streaming Provider and transfers it to the AR Media Enabler.

5) Based on these information, the AR Media Enabler generates AR media streaming respectively for the two parties in an AR session:
a)
Parses Sensors data, AR-specific application data and then identify the requested AR service; 

b)
Decodes the third-party media streaming (1);
c)
Renders the media streaming (1) via Viewer data of the UE1 as the media streaming (1');

d)  Renders the media streaming (1) via Viewer data of the UE2 as the media streaming (1");

f)  Encodes the media streaming (1') and sends it to the UE1;

g)  Encodes the media streaming (1") and sends it to the UE2;
6)
The UE1 and the UE2 receive the respective media streaming, decode them to achieve AR experiences.

In addition, both the UE1 and the UE2 can trigger actions similar to those described in clause 2.1. Then, they can see each other’s enhancements (e.g., image annotations or animated graphics) on the original media streaming, which comes from either party of an AR session.

2.3.3
Formats and Transport for AR-specific application data
FFS.
3
Conclusions and proposal

In order to demonstrate the proposed media centric architectures as above, the typical use cases for AR conversational services are discussed step by step. It is proposed to agree the content in Section 2 into TR26.998 Section 6.
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