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Summary
This contribution proposes the following use cases for FS_EMSA PD. These use-cases were submitted to the SA4#109 meeting in S4-200749 but were not discussed. They are presented using the approved template of S4-200942 and then at the ad-hoc telco as S4-AHI991 and, S4-AHIA20 and S4-AHIA45..
Background
The SI defines its objectives as:
1) “determine the processes for discovering, configuring, running, and managing media processing workflows on the 5G edge and network
2) study the mapping of the new processes into the 5GMSA architecture
3) how to leverage architecture and functions defined by SA2 and SA6 for edge computing and applications
4) Validate the architecture extensions against the identified key use cases and recommendations from XR5G and E-FLUS (e.g. split rendering, VR stitching)
5) document architectural extensions for edge media processing to support other 5GMSA features such as:
a) Online gaming, Ad-insertion, hybrid DASH/HLS services based on CMAF”
Proposed use-cases
User-generated live streaming
	Use Case Name

	User-generated live streaming

	Description

	A social influencer starts a live captured media session similar to Facebook Live and publishes the content through 5G Media Uplink Streaming. The content is then distributed live to several or many viewers through 5G Media Downlink Streaming.
The application provides several usage scenarios with various configuration options which may change during the live session:
1) The social influencer may:
a) be static, occasionally moving or highly mobile, for example in a vehicle, on skis or on a bicycle,
b) produce different quality of content, depending on lighting conditions, speed, as well as based on the quality of the camera and the available uplink bandwidth,
c) 
d) produce highly-valuable content that requires extra content protection,
e) want to capitalize on the stream by allowing ad-insertion in the content (targeted pre-roll and/or mid-roll).
2) The viewers may be quite diverse and changing because:
a) they may be dynamically joining or leaving the live stream,
b) their number might be just a few or they may quite many, in range of tens of thousands or more, for example for a popular influencer,
c) they may be geographically spread with different densities in various areas, and their densities may change during the session,
d) they may consume the service on different devices, for example on 4K TV sets, mobile phones, in-car receivers or tablets, with different operating systems, DRM capabilities as well as different codec hardware capabilities,
e) some of them may be mobile, i.e on a car or public transport,
f) they may react (smilies, comments, likes, audio dubs, images, avatars, and animations) to the content or previous reactions by the viewers who watched the content earlier.
3) The service requirements may be quite different. The content may need to be:
a) available for live and/or on-demand consumption,
b) only available for consumption after the end of the live uplink session, i.e. it is uploaded entirely before being made available to followers,
c) available with a required target latency with ranges in between capture and display of as low as 1 second up to several tens of seconds,
d) 
e) dubbed into the same or different language,
f) provided with automatic extraction and addition of captions/subtitles from the audio,
g) 
h) post-processed to improve the audio and/or visual quality,
i) processed by adding overlays and content tags and other augmented material,
j) indexed, including the addition of thumbnail navigation in real time,
k) provided to regional proxies with specific metadata such as black-out information, ad insertion opportunities, language settings or other service metadata,
l) profanity checked and appropriately altered before being distributed,
m) available for viewing for some time period  (from a few minutes to forever) after the end of the live session.
In a simple reference scenario of 5G Media Uplink and Downlink Streaming, the following aspects are supported:
4) An application manages the service. The server application may be run by external application providers, by MNO, or by a joint collaboration of application provider and MNO.
5) Uplink streaming is provided through 5G media uplink streaming to the application.
6) The application may perform one or more of the following processes:
a) It decodes the received content
b) It applied the various processes the content such as:
i) Upscaling
ii) Light correction
iii) Stabilization
iv) Dubbing
v) Captioning
vi) Overlaying and tagging
vii) Indexing
viii) Navigation improvements.
c) It encodes the uploaded content to 5GMS downlink streaming formats.
d) It packages the content and adds appropriate ad metadata.
e) It applies content protection and DRM.
7) As soon as the content becomes available, the server application uses downlink streaming for distribution.
a) It provisions a 5GMS downlink streaming service.
b) It ingests the content into a 5GMS streaming service.
c) It gets feedback from consumption reporting on what content is consumed and may change the encoded streaming formats.
The following aspects may be critical for the service:
8) Can the service be provided throughout the session without any interruption considering the dynamic aspect of the service?
9) Can the desired end-to-end latency be met with the reference scenario and if not, what are possible ways to realize this?
10) Is the content generation flexible and fast enough to address different user population, yet highly utilized, i.e. the variations of the content is consumed by one or more viewers and is shared as much as possible by many viewers?
11) Is there a benefit to push certain processing closer to the influencer, certain viewers, or in-between (in terms of bandwidth, latency, and processing requirements)?
12) 
Live streaming of personal content: This use-case is similar to Facebook Live when the user starts a live streaming session. The content is uplink streamed to an Application server in CMAF format, and then the content is transcoded into a limited number of multiple representations. All representations are encoded using a default codec.
On-the-fly transcoding: The Application Service Provider provides the default transcoding/streaming profile at the beginning of the initial session. With more joins, the Application Server provides updates on the transcoding profile. When more people with different device capabilities are joining, the Application Service Provider may transcode the content to more coding formats, to be able to deliver the content to the new audience. The number of coding formats and the bitrates depends on the audiences’ diversity and available bitrates.
High mobility: The uplink user may be on the move and therefore the availability of network resources r may change during the uplink streaming session. The Application Service Provider or MNO may need to reallocate the network resources for the service during the session. (Hosting Server is the physical manifestation of an Application Server.) A network resource is a server on the network with computational, storage, bandwidth and potentially hardware specific capabilities which its KPIs can be retrieved.
High-volume live streaming: The user is a popular influencer and therefore Application Service Provider expects high volume streaming to many different devices. The content preparing service may occur in a distributed manner based on the location profiling of the influencer and the viewers. Lower latency might be expected in this use-case.
Ad-insertion: Ads may be inserted as pre and mid-roll ads. The ads are targeted to each viewer, i.e. each viewer may see different ad content.
Secure delivery and content protection: The user might be a company that streams its all-hands meeting for its employees. A higher level of security/DRM is needed for the content. 

	Categorization

	Type: 2D
Delivery: 5GMS uplink streaming, 5GMS downlink streaming, live media streaming
Device: Phone, HMD, Glasses

	Preconditions

	On the sending UE, 5GMS Uplink streaming is provideda 3GPP supported encoder is installed.
On every receiving UE, a 5GMS downlink streaming client is provided, possibly with server-guided client-side ad insertion capability.
An Application Service Provider supports network interfaces for 5GMS Uplink Streaming (M1u and M2u) as well as 5GMS Downlink Streaming (M1d and M2d).
Extended functionalities in uplink streaming and downlink streaming may be supported such that the Application Service Provider can delegate certain tasks to the 5G Media Streaming System.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	Potential new required Capabilitiescapabilities of 5G Media Streaming System:
1) Decoding of content received through uplink streaming
2) Processing of the content with functionalities such as
a) Upscaling
b) Light correction
c) Stabilization
d) Dubbing
e) captioning
f) Etc.
3) Transcoding of the uploaded and processed content to 5GMS downlink streaming formats
4) 
5) Packaging/Encrypting the content and adding appropriate ad metadata
Relevant Real-time transcoding and packaging to different codecs and different bit-rates
On-the-fly transcoding and packaging depending on the receiving UEs supports for codec, resolution, and bandwidth
Content caching and CDN services
KPIs:
1) Subjective/objective quality of the encoded streams in terms of bitrates/quality.
2) Adaptation of encoders to the requested characteristicsLatency for the end to end service.
3) Latency of each processing step.
4) Changing the number of streams based on the demand
5) Changing the workflow distribution among multiple edge server based on the number of viewers, their location and their device characteristics
6) Seamless integration of ads with the main content.
7) Scalability and handling of different number of devices.
8) Quality of the delivered service in terms of streaming metrics.
9) Computational Efficiency efficiency in terms of:
a) Encoding and Decoding workflow
b) Encryption and D
c) Manifest generation
d) 
e) Target-based advertising
f) 
Manifest generation
Target-based advertising
Caching the content based on the number of concurrent users and for the use in the future.
Workflow management and dynamic distribution

	Feasibility and Industry Practices

	Today, multi-rate on-the-fly transcodingthe above processing is may be achieved by running cloud processing  a decoder on the application server for all the functionalities mentioned aboveand a group of software encoders in the cloud. Alternatively, third-party cloud-based transcoding services exist.
The number of streams, support of multiple codecs, the amount of delay, the number of representations in the encoding ladder varies depending on the service.
Codec support evolves with the availability of new codecs.
Services like Facebook Live encode the content-based on- demand and on-the-fly.
Services like Youtube Live provide channels for professional content providers. They can insert advertisement clips, but the ad- insertion occurs using two video elements.
Services like TikTok allow the user to add a lip-sync to a song, to add his/her reactions on a small window over the video, and to make short movies using filter and speed change of the video. The user also can capture a video next to a pre-recorded video.

	Nominal Cost Analysis

	The cost of service increases linearly with the number of ingest streams.
The cost of service increases less than linearly with the number of download streaming clients as the encoding and caching requirement will be common with the large number of viewers. 
Cost analysis needs to take into account if there a benefit or necessity to push certain processing closer to the users/edge (in terms of bandwidth, latency and processing requirements)?

	Benefits and Impact

	Potential Benefits and Impacts when running services within 5GMS network
1) tbd
Potential Benefits and Impacts when running services on the edge
2) tbd

	Potential Technical Requirements

	Allocation of encoding resources on different edges and network processing elements, depending on the distributions of the clients and diversity of them.Potential Requirements:
1) Establish workflows as defined in the use case with the addition of service parameters.
2) Sistribute the tasks across 5G System and 5GMS components.

	Potential Standardization Status and Needs

	1) tbd

	Discovery of dynamic processing capabilities such as :
Available hardware resources at the current time
Built-in (hardware-assisted and/or software optimized) encoders/transcoders
Built-in packager, manifest translator and manipulator functions
Supported encryption and content protection schemes
Available third-party function libraries
First- and third-party workflow templates
Reallocation and reconfiguration of media workflow: Reallocate the (or a part of) media workflow such as multi-rate transcoding from one network resource to another network resource during the media session.
Just-in-time multi-rate transcoding: Fire up different transcoding workflows during the media sessions


User-generated On-demand video streaming 
	Use Case Name

	User-generated on-demand video streaming

	Description

	1. In this case, the user captures and uploads the content in real-time. However, the user doesn’t publish the content immediately for live consumption by other users. Rather, the content is published later after applying some intelligent content editing/publishing/dubbing (similar to Instagram stories.)
2. The user may move during the uplink streaming session.
3. Each time that the content is played by an audience member, the reactions of other audience members past and present (smilies, comments, likes, audio dubs, images, avatars, and animations) are superimposed on the video content, with or without the owner’s approval per reaction.

	Categorization

	Type: 2D
Delivery: 5GMS uplink streaming, 5GMS downlink streaming, on-demand media streaming
Device: Phone, HMD, Glasses

	Preconditions

	On the sending UE, a 3GPP supported encoder is installed.
On every receiving UE, 5GMS downlink streaming client is provided, possibly with the server-guided client-side ad-insertion capability.
In the 5GMS System, one or more Application Servers are installed, running various instances of decoding/encoding or transcoding.
On the network, QoS may be offered to some services including guarantees on bitrates, latency, loss rate.
In the 5GMS System, content protection content encryption is provided as services on Application Servers.
In the network, ad server services (including ad decision, ad preparation, and ad serving) are provided as first- or third-party services for inserting the ads on the service or the client-side.
In the 5GMS System, the Application Server may have a location and device profile of viewers of high demand streamers.
Network storage is available in the 5GMS System to store the encoded content for time-shifted downlink streaming.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	6) Capabilities
a) Near real-time transcoding and packaging to different codecs and different bit-rates
b) On-the-fly transcoding and packaging depending on the receiving UEs’ support for codec, resolution, and bandwidth
c) Content caching and CDN services
7) KPI
a) Subjective/objective quality of the encoded streams
b) Adaptation of encoders to the requested characteristics
c) Changing the number of streams based on the demand
d) Changing the workflow distribution among multiple edge server based on the number of viewers, their location and their device characteristics
e) Seamless integration of ads with the main content
f) Efficiency in terms of
i) Manifest generation
ii) Target-based advertising
iii) Caching the content based on the number of concurrent users and for the use in the feature.
iv) Workflow management and dynamic distribution

	Feasibility and Industry Practices

	See the corresponding section in the “User-generated live streaming” Use Case.

	Nominal Cost Analysis

	See the corresponding section in the “User-generated live streaming” Use Case.

	Benefits and Impact

	See the corresponding section in the “User-generated live streaming” Use Case.

	Potential Technical Requirements

	See the corresponding section in the “User-generated live streaming” Use Case.

	Potential Standardization Status and Needs

	1. Discovery of dynamic processing capabilitiessuch as:
a. Available hardware resources at the current time
b. Built-in (hardware-assisted and/or software optimized) encoders/transcoders
c. Built-in packager, manifest translator and manipulator functions
d. Supported encryption and content protection schemes
e. Available third-party function libraries
f. First- and third-party workflow templates
2. Reallocation and reconfiguration of media workflow: Reallocate the (or a part of) media workflow such as multi-rate transcoding from one network resource to another network resource during the media session.
3. Just-in-time multi-rate transcoding: Fire up different transcoding workflows during the media sessions
4. Parallel processing of content segments in the same network resource, or multiple network resources: For stored content, the content might be parallel processed, i.e. transcoded in parallel streams to increase the speed for content-preparation.



Remote live streaming of local programs
	Use Case Name

	Remote live streaming of local programs with or without ads

	Description

	A service provider offers local programs to the remote user as a subscription service. Since the program is not popular with many users when the user is in a remote area, the content is delivered to a remote edge server close to the user to be transcoded there. The programs might have pre-roll and mid-roll ads based on the location of the user.

	Categorization

	Type: 2D
Delivery: 5GMS downlink streaming, live streaming
Device: Phone, HMD, Glasses

	Preconditions

	On every receiving UE, a 5GMS downlink streaming client is provided, possibly with the server-guided client-side ad-insertion capability.
In the 5GMS System, one or more Application Servers are installed, running various instances of decoding/encoding or transcoding.
On the network, QoS may be offered to some services including guarantees on bit rates, latency, loss rate.
In the 5GMS System, content protection and content-encryption are provided as services on Application Servers.
In the network, ad server services (including ad decision, ad preparation, and ad serving) are provided as first- or third-party services for inserting the ads on the service or the client-side.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	8) Capabilities
a) Real-time transcoding and packaging to different codecs and different bit-rates
b) On-the-fly transcoding and packaging depending on the receiving UEs’ support for codec, resolution, and bandwidth
c) Content caching and CDN services
9) KPI
a) Subjective/objective quality of the encoded streams
b) Adaptation of encoders to the requested characteristics
c) Changing the number of streams based on the demand
d) Changing the workflow distribution among multiple edge server based on the number of viewers, their location and their device characteristics
e) Seamless integration of ads with the main content
f) Efficiency in terms of
i) Manifest generation
ii) Target-based advertising
iii) Caching the content based on the number of concurrent users and for the use in the feature.
iv) Workflow management and dynamic distribution

	Feasibility and Industry Practices

	See the corresponding section in the “User-generated live streaming” Use Case.

	Nominal Cost Analysis

	See the corresponding section in the “User-generated live streaming” Use Case.

	Benefits and Impact

	See the corresponding section in the “User-generated live streaming” Use Case.

	Potential Technical Requirements

	Allocation of transcoding resources on different edges and network processing elements, depending on the distributions of the clients and diversity of them.

	Potential Standardization Status and Needs

	1. CDN support
2. Discovery of dynamic processing capabilities of various edge networks:
a. Available hardware resources at the current time
b. Built-in (hardware-assisted and/or software optimized) encoders/transcoders
c. Built-in packager, manifest translator and manipulator functions
d. Supported encryption and content protection schemes
e. Available third-party function libraries
f. First- and third-party workflow templates
3. Reallocation and reconfiguration of media workflow: Reallocate the (or a part of) media workflow such as multi-rate transcoding from one network resource to another network resource during the media session.
4. Just-in-time multi-rate transcoding: Fire up different transcoding workflows during the media sessions.




Remote On-demand streaming of local programs
	Use Case Name

	Remote On-demand streaming of local programs

	Description

	A service provider offers local programs to the remote user as a subscription video-on-demand service. Since the program is not popular with many users when the user is in a remote area, the content may need to deliver to the remote edge servers on the user and be transcoded there.  The programs might have targeted ads.

	Categorization

	Type: 2D
Delivery: 5GMS downlink streaming, on-demand streaming
Device: Phone, HMD, Glasses

	Preconditions

	On every receiving UE, a 5GMS downlink streaming client is provided, possibly with the server-guided client-side ad-insertion capability.
In the 5GMS System, one or more application servers are installed, that run various instances of decoding/encoding or transcoding.
On the network, QoS may be offered to some services including guarantees on bit rates, latency, loss rate.
In the 5GMS System, content protection and content-encryption are provided as services on Application Servers.
In the network, ad server services (including ad decision, ad preparation, and ad serving) are provided as first- or third-party services, for inserting the ads on the service or the client-side.
In the 5GMS System, network storage is available for storing the encoded content for time-shifted streaming.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	10) Capabilities
a) Real-time transcoding and packaging to different codecs and different bit-rates
b) On-the-fly transcoding and packaging depending on the receiving UEs’ support for codec, resolution, and bandwidth
c) Content caching and CDN services
11) KPI
a) Subjective/objective quality of the encoded streams
b) Adaptation of encoders to the requested characteristics
c) Changing the number of streams based on the demand
d) Changing the workflow distribution among multiple edge server based on the number of viewers, their location and their device characteristics
e) Seamless integration of ads with the main content
f) Efficiency in terms of
i) Manifest generation
ii) Target-based advertising
iii) Caching the content based on the number of concurrent users and for the use in the feature.
iv) Workflow management and dynamic distribution

	Feasibility and Industry Practices

	See the corresponding section in the “User-generated live streaming” Use Case.

	Nominal Cost Analysis

	See the corresponding section in the “User-generated live streaming” Use Case.

	Benefits and Impact

	See the corresponding section in the “User-generated live streaming” Use Case.

	Potential Technical Requirements

	Allocation of transcoding resources on different edges and network processing elements, depending on the distributions of the clients and diversity of them.

	Potential Standardization Status and Needs

	1. CDN support
2. Discovery of dynamic processing capabilities of various edge networks:
a. Available hardware resources at the current time
b. Built-in (hardware-assisted and/or software optimized) encoders/transcoders
c. Built-in packager, manifest translator and manipulator functions
d. Supported encryption and content protection schemes
e. Available third-party function libraries
f. First- and third-party workflow templates
3. Reallocation and reconfiguration of media workflow: Reallocate the (or a part of) media workflow such as multi-rate transcoding from one network resource to another network resource during the media session.
4. Just-in-time multi-rate transcoding: Fire up different transcoding workflows during the media sessions.
5. Parallel processing of content segment in the same network resource, or multiple network resources: For stored content, the content might be parallel processed, i.e. transcoded in parallel streams to increase the speed for content-preparation.



Private multi-player face streaming during game
	Use Case Name

	Private multi-player face streaming during a game (6)

	Description

	A few friends set up a multi-player game session among themselves. While players are using a third-party platform to play the game, they would like to also see each other’s faces while playing the game as one or more picture-in-picture items in synchronization with the game. Each player can see one or multiple thumbnail streaming videos of their friends during the game session. 
One or more players may:
· be distributed in one area or scattered with various geographical areas,
· join or leave in the middle of the game,
· be on moving vehicles such as cars or public transport
· have different devices with different capabilities (resolution, codec, DRM, power constraints)

	Categorization

	Type: 2D
Delivery: 5GMS uplink streaming, 5GMS downlink streaming, live streaming, low –latency streaming
Device: Phone, HMD, Glasses

	Preconditions

	On every sending UE, a 3GPP-supported encoder is installed.
On every receiving UE, a 5GMS downlink streaming client is provided, possibly with the server-guided client-side ad-insertion capability.
In the 5GMS System, one or more Application Servers are installed, running various instances of decoding/encoding or transcoding.
On the network, QoS may be offered to some services including guarantees on bit rates, latency, loss rate.
In the 5GMS System, content protection and content-encryption are provided as services on Application Servers.
On the network, each user uplink streams and downlink streams videos at the same time with low delay and in synchronisation synchronization with the video game.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	Capabilities:

Real-time transcoding and packaging to different codecs and different bit-rates
On-the-fly transcoding and packaging depending on the receiving UEs’ support for codec, resolution, and bandwidth
Content caching and CDN services
KPIs:
1) Synchronization of the video streams with the game.
2) Subjective/objective quality of the encoded video streams.
3) Adaptation of encoders to the requested characteristics
4) Changing the number of streams based on the demand
5) Changing the workflow distribution among multiple edge server based on the number of viewers, their location and their device characteristics
6) Seamless integration of ads with the main content
7) Efficiency in terms of computational resources.
8) Utilization of the streams, i.e. the cost of storage, caching and delivery.
9) Efficiency in terms of
10) Manifest generation
11) Target-based advertising
12) Caching the content based on the number of concurrent users and for the use in the feature.
13) Workflow management and dynamic distribution

	Feasibility and Industry Practices

	See the corresponding section in the “User-generated live streaming” Use Case.

	Nominal Cost Analysis

	See the corresponding section in the “User-generated live streaming” Use Case.

	Benefits and Impact

	See the corresponding section in the “User-generated live streaming” Use Case.

	Potential Technical Requirements

	Allocation of encoding resources on different edges and network processing elements, depending on the distributions of the clients and diversity of them.Potential Requirements:
1) Establish workflows as defined in the use case with the addition of service parameters.
2) Distribute the tasks across 5G System and 5GMS components.

	Potential Standardization Status and Needs

	Discovery of dynamic processing capabilities of various edge networks:
Available hardware resources at the current time
Built-in (hardware-assisted and/or software optimized) encoders/transcoders
Built-in packager, manifest translator and manipulator functions
Supported encryption and content protection schemes
Available third-party function libraries
First and third-party workflow templates
Reallocation and reconfiguration of media workflow: Reallocate the (or a part of) media workflow such as multi-rate transcoding from one network resource to another network resource during the media session.
Just-in-time multi-rate transcoding: Fire up different transcoding workflows during the media sessions.
Split the workflow between the sending/receiving UEs and network resource: Static and dynamic splits of the workflow between the sending/receiving UEs and an network resource.
Split the workflow between multiple network resources: Static and dynamic workflow splits between multiple network resources based on the proximity to each participant in the media session.
Change of the media workflow by using intermediate formats for optimizing split rendering in the sending/receiving UEs: Modification of workflow when split rendering between the sending/receiving UEs and the network resource to optimize the network bandwidth


Common required features across various use-cases
The following table captures the various features needed for each use case:
	Features
	User-generated live streaming
	User-generated On-demand streaming
	Remote live streaming of local channels
	Remote On-demand of local channels
	Multiplayer
Game face streaming 
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	X
	X
	X
	X
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	Resource switching during the uplink
	X
	X
	
	
	

	Resource switching during downlink
	X
	X
	X
	X
	

	CDN
	X
	X
	X
	X
	

	Workflow splitting
	X
	X
	X
	X
	X

	Dynamic workflow reconfiguration
	X
	X
	X
	X
	X

	Split rendering 
	
	
	
	
	X

	Broadcast-latency delivery (2-6 sec)
	X
	
	X
	
	

	Game-latency delivery (sub-sec)
	
	
	
	
	X

	Content decoding
	X
	X
	X
	X
	X

	Content encoding
	X
	X
	X
	X
	X

	Content storage
	X
	X
	X
	X
	

	Content insertion
	X
	X
	X
	X
	

	Content encryption
	X
	X
	X
	X
	



Description of features
1. Capability discovery: Discovery capabilities of one network resource:
a. Available hardware resources at the current time
b. Built-in (hardware-assisted and/or software optimized) encoders/transcoders
c. Built-in packager, manifest translator and manipulator functions
d. Supported encryption and content protection schemes
e. Available third-party function libraries
f. First- and third-party workflow templates
2. Resource switching during uplink: Switch the network resource that processes the uplink from the user to another network resource due to mobility of the user or for the purpose of load-balancing or achieving better performance, e.g. lower latency, higher bandwidth.
3. Resource switching during downlink: Switch the network providing the downlink to one or more viewers to another network resource  due to mobility of the user or for the purpose of load-balancing, achieving better performance, e.g. lower latency, higher bandwidth.
4. CDN: CDN-like multi-stage network content caching.
5. Dynamic workflow reconfiguration: change of media workflow during media session without any interruption in service, e.g. firing up more transcoders, on-the-fly transcoding, use of the intermediate format and adding transcoders at the downlink edge, firing up parallel encoders/transcoder, chaining of workflow split due to change of the number of users/topology of the workflow.
6. Workflow splitting: Dividing a workflow to sub-workflow, each running in a different network resource. 
7. Split-rendering: Dividing a workflow (and change it properly) between the network resource and UE, e.g. for reducing the workflow latency or reducing the battery consumption of device.
8. Broadcast-latency delivery (2-6 sec): Latency in the range of broadcast latency.
9. Game-latency delivery (sub-sec): Latency for pseudo-conversational applications, e.g. face synchronization with the game.
10. Content decoding: To re-encode uplinked material into required downlink formats.
11. Content encoding: One or multiple instances of encoding for the purposes of distribution over downlink streaming.
12. Content storage: High volume and/or long-term storage as distinct from content caching in a CDN node.
13. Content insertion: For ad-insertion, but also for other personalisation features.
14. Content encryption: To support content protection requirements.
Proposal
We propose the above updated use cases and requirements to be included in FS_ESMA permanent document.
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