3GPP TSG SA4 #110-e meeting
 S4-201054
August 19th - 28th 2020
Agenda item: 
10.9
Source: 
Ericsson LM
Title: 
pCR 26.998 new use-case on AR conferencing 
Document for:
Agreement
1
Introduction
This document introduces a new use-case for consideration in FS_5GSTAR study item in 3GPP TR 26.998. Section 2 summarizes existing use cases on XR Conferencing in 3GPP TR 26.928 and analyses the gaps. Section 3 introduces a new use-case for AR conferencing, and Section 4 proposes a way forward. 

2
Existing use-cases in 3GPP TR 26.928
3GPP TR 26.928 introduced several use-cases on XR communications. In particular, clause 5.7 describes XR conferencing use-cases 12 to 16. The existing use-cases focus on 360-degree conference meetings (use-case 12), shared VR experiences (use-case 13), VR conferencing (use-case 14). Use-cases 15 and 16 address XR meetings and poster sessions, respectively but emphasize on avatar representations of participants.
A clear use-case that addresses AR conferencing and support for holographic communications is missing.
3
AR Conferencing use-case
3.1
Technical Background

This contribution describes an AR conferencing use-case that involves real-time streaming of holograms, which can be represented as point clouds, to AR devices. 
Point clouds are typically represented as meshes, textures, and UVs. Mesh is an element that defines the shape of an object. There are different mesh topology types: e.g. triangle, line or point meshes. A type indicates the way the mesh surface is created using triangulation, points, or lines, where each line is composed of two vertex indices and so on. Point cloud meshes contain the vertices to define the shape of 3D objects.
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Figure 1 – Mesh captured by depth camera
UV mapping is the 3D modeling process of projecting a 2D image to a 3D model's surface for texture mapping. UV texturing permits polygons that make up a 3D object to be painted with color from an image. The image is called a texture. The UV mapping process involves assigning pixels in the image to surface mappings on the polygon. The rendering computation uses the UV texture coordinates to determine how to paint the three-dimensional surface. 
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Figure 2 – UVs captured by depth camera

Texture is a digital 2D picture of the object, took from correlated with a mesh capturing angle. 
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Figure 3 – Texture captured by depth camera 

The combination of mesh, texture and UVs creates a 3D representation of surroundings. By extracting the human from the mesh and texture and applying UVs it is possible to create a hologram.
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Figure 4 – Mesh, UVs and Texture 

The holograms can be captured from different angles.
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Figure 5 – Hologram captured from different angles 
3.2
Use Case: AR Conferencing
We propose a new use-case for AR conferencing that allows participants to be represented as holograms in order to provide an immersive conferencing experience. 
3.2.1 
AR Conferencing (1:1)
Bob and Alice want to make an AR conferencing call. Both are wearing AR headsets. Bob is located in Stockholm while Alice is located in Aachen. One or more cameras are placed in each location and are filming Bob and Alice, respectively. Bob can see a hologram of Alice on his AR headset and Alice can see a hologram of Bob on her AR headset. Bob and Alice can enjoy a truly immersive audio-visual experience.
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Figure 6 – AR Conferencing (1:1)  
3.2.1 
AR Conferencing (1:many) 

Bob and Alice are invited to an escalation meeting. Bob is able to physically attend the meeting, whereas Alice is virtually joining the meeting. Alice can be seen by Bob and other participants as a hologram on their AR glasses. Bob and other participants can interact with the hologram (e.g. rotate hologram, zoom-in, resize). Alice can see and interact with Bob and other participants. Alice may use a laptop, phone, AR or VR device to visualize participants in the office. All participants can enjoy a truly immersive audio-visual experience.
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Figure 7 – AR Conferencing (1:many)  
4
Way forward
We propose to consider the proposed AR conferencing use-case in Section 3 as a core use-case in the FS_5GSTAR study in 3GPP TR 26.998.
The study shall also address the implications of AR conferencing on the service architecture and the needed components to support AR holographic communications for real-time conversational services.   
* * * First Change * * * *

5
Core Use Cases
5.1
(Consolidated) Use Cases
Editor's note:
The consolidation of Use-case X: AR conferencing into the XR Conferencing use-cases is FFS.
* * * Second Change * * * *

Annex A:
Collection of Glass-type AR/MR Use Cases

A.2
Use Case X: AR Conferencing
	Use Case Description: AR Conferencing

	This clause describes an AR conferencing use-case that allows participants to be represented as holograms in order to provide an immersive conferencing experience. 

3.2.1 
AR Conferencing (1:1)

Bob and Alice want to make an AR conferencing call. Both are wearing AR headsets. Bob is located in Stockholm while Alice is located in Aachen. One or more cameras are placed in each location and are filming Bob and Alice, respectively. Bob can see a hologram of Alice on his AR headset and Alice can see a hologram of Bob on her AR headset. Bob and Alice can enjoy a truly immersive audio-visual experience.
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Figure 5.X-1: AR Conferencing (1:1)  
3.2.1 
AR Conferencing (1:many) 

Bob and Alice are invited to an escalation meeting. Bob is able to physically attend the meeting, whereas Alice is virtually joining the meeting. Alice can be seen by Bob and other participants as a hologram on their AR glasses. Bob and other participants can interact with the hologram (e.g. rotate hologram, zoom-in, resize). Alice can see and interact with Bob and other participants. Alice may use a laptop, phone, AR or VR device to visualize participants in the office. All participants can enjoy a truly immersive audio-visual experience.
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Figure 5.X-1: AR Conferencing (1:many)

	Categorization

	Type: AR

Degrees of Freedom: 3DoF+ or 6DoF

Delivery: Conversational
Device: AR glasses

	Preconditions

	- The participants are located in a room that is equipped with cameras that allow the capturing of participants including depth information. The movements can be captured by other means (e.g. AR glasses or phone camera).

- The participants are wearing AR glasses that allow the holographic presentation of other participants. 

	Requirements and QoS/QoE Considerations

	The network shall support the delivery of holographic streams for real-time conversational services:

An audio stream has a bandwidth requirement of 128 kbps. 

A holographic stream has bandwidth requirement of 4.8 Gbps for 60fps.

	Feasibility

	The holographic stream can be defined as a point cloud stream including mesh, texture and UV or similar representation. The bandwidth and latency requirements for AR conferencing using holographic communications present a challenge to mobile networks. The complexity of the holographic stream is challenging for the endpoints and introduces additional delay for processing and rendering functions. Intermediate edge or cloud components are needed. 

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

-
Standardized formats for holographic representation of participants on AR glasses.

-    Cloud APIs for processing and rendering of holographic streams.  


* * * End of Changes * * * *
[image: image1.png]


[image: image10.png]ap
JS

AR glasses Camera AR glasses
Alice Bob

° T

Camera

Aachen Stockholm



