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1	Introduction
In ITT4RT we identified several requirements for audio (conversation)[1], e.g.: 
· Support of “two-way audio”
· “remote single user wearing an HMD participates to a conference … receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera”
In this contribution we address two cases related to audio metadata that can address and improve the above in order to allow spatial rending of audio data. These two cases were also identified in the 5GXR study [2] {5.7.3(5)} in the following way:
A1. “Spatial Audio orientation of a speaker”
A2. “360 image metadata for associated audio”, i.e. in this contribution we focus on the audio properties of the (360) room.
2	Spatial Audio orientation of a speaker
In the current ITT4RT Permanent document [1] we already specify multiple information on the “view direction” and desired viewport of the user, i.e.:
· “An appropriate signalling mechanism, e.g., RTP/RTCP-based, for indication of viewport information to enable viewport-dependent media processing and delivery”
· “Figure 3.1 illustrates viewport sharing capability added to the above use case. When B is presenting to the conference or B is communicating with C, C may be interested in B’s focus or her 360-degree viewport, especially when B is interacting with anything or anyone in room A. In such case, C would request to follow B’s viewport. Upon permission from B, C may follow B’s viewport on his own display device regardless of C’s orientation. In this scenario, room A may multicast (i.e., send the same information using unicast to different receivers as in usual MTSI/Telepresence) viewport dependent stream with embedded recommended viewport metadata to both B and C. C’s device will follow recommended viewport metadata and playback the same viewport presented to B.”
· “Capability for the participant in room A with his or her own display device to follow remote participant viewport presentation.”
Question: 
· Can we simply assume that the desired Viewport Information is equal to the view direction and thus equal to the speaker direction?
If above is the correct we can with simple modification of the text indicate that our current signalling methods will also be suitable to use in order to spatially render the audio of individual (remote) users in the Conference room or the virtual 360 environments.
3	Audio properties of the (360) room
For any VR experience we can assume that the audio of an environment should be consistent with the visuals of an environment, both spatially and temporally.
In ITT4RT this can be challenging as the certain audio can be added to the VR environment separately to a 360 video/audio feed. As an example, this could be:
· Audio of individual users of the conference room
· Audio form overlay content
· Audio of remote users
The problem is that the “separate” audio will not sound like it is produced in the original environment (i.e. the conference room captured with a 360 camera): This is there are no proper reflection and there is no proper reverb. One simple way to fix this for ITT4RT is to add metadata describing the audio room properties and to adjust the playout of individual audio to the room properties.
A room model can be described as metadata e.g. as defined in [4]. This defines the following items:
· dimensions
· width in meters, e.g. width = 4
· height in meters, e.g. height = 2.5
· depth in meters, e.g. depth = 5
· materials
· left as a string, e.g. left = brick-painted
· right as a string, e.g. right = curtain-heavy
· front as a string, e.g. front = brick-bare
· back as a string, e.g. back = glass-thick
· up as a string, e.g. up = wood-ceiling
· down as a string, e.g. down = linoleum-on-concrete
4	Conclusion / Proposal
With this contribution we propose the following.
4.1	For discussion
Regarding A1. Spatial Audio orientation of a speaker:
· Is the current SDP mechanism (i.e. viewport signalling) is enough to support this function?
· Can we simply clarify directional audio (or visual) indicator in current text?
Regarding A2. Audio properties of the (360) room:
· What is the right way to signal initial room properties when joining and ITT4RT session and what is an agreeable format for room audio properties (example can be found above and in [4]).
4.1	For agreement
Adding requirements (new bullets in section 4 [1]):
· Capability to send the users head/speaking direction, in order to allow directional speech rendering
· It is recommended to signal a room configuration for the 360 – degree room when joining an ITT4RT session. This room configuration should include the audio properties of the virtual room as metadata (e.g. see https://developers.google.com/resonance-audio/develop/overview) to allow spatial audio rendering of individual audio in the virtual scene.
 Other changes to PD [1]:
· Depending on discussion (for a new follow up contribution), clarify head/speech direction signalling in the current text for viewport processing (section 9) or add new signalling method for such a feature.
· Depending on discussion (for a new follow up contribution) agree on a method and format for room configuration (including audio room properties as described above and in [4]) to be added to the signalling procedure of joining the 360-conference call (in solution section 6 [1]).
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